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Chapter 1  
 

Introduction 
 
The Corp’s Hydrologic Engineering Center River Analysis System (HEC-RAS) is designed to 
simulate one-dimensional (1D) steady, unsteady flow and sediment transport. The HEC-RAS 
release 5.0 and newer also simulates unsteady two-dimensional horizontal (2DH) flow by 
solving either the diffusion-wave equation or non-conservative shallow water equations using an 
implicit Finite-Volume and Finite-Difference methods on an unstructured orthogonal mesh. One 
powerful feature of the 2DH flow solvers is that they use the subgrid topographic variations 
directly into the model thus improving the accuracy of the solution and permitting the use of 
relatively coarse meshes resulting in reduced computational times. 
 
HEC-RAS 6.0 includes a beta release of 2D sediment transport and morphology change. Despite 
being a beta release, the sediment model includes many features including multiple grain classes, 
mixed cohesive/noncohesive transport, and a novel approach to subgrid sediment transport and 
morphology change. The model is designed for short to mid-term simulations primarily due to 
limitations in the subgrid bed change calculations. HEC-RAS 2D sediment transport solves a 
bed-material load transport equation but separates the bed-material load into bedload and 
suspended-loads with empirical formulas. The transport equation is solved with an implicit 
Finite-Volume scheme on the same mesh as the hydrodynamics. The bed is can be modeled as a 
single layer or with a user-defined number of bed layers.  
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Chapter 2 
 
 
 

Model Description 
 
 

2.1 Overview 
The objective of this chapter is to describe the theoretical background and mathematical and 
empirical equations which are utilized in the HEC-RAS 2D sediment transport model. The 
document assumes the reader is familiar with basic sediment transport concepts and terminology.  
 

2.2 Water Properties 
Water has many physical properties. The main physical properties utilized in hydrodynamics and 
sediment transport are the density and viscosity. These are a function of the water temperature 
and salinity. However, salinity is currently ignored in HEC-RAS. These correspond to the “clear 
water” values without sediment. The default water temperature in HEC-RAS is 55.4 F.  
 

2.2.1 Density 
The water density is a function a water temperature and salinity. There are many formulas in 
literature for computing the water temperature. The water specific weight or unit weight 
particles, w , is the density times the gravitational constant  

 w wg   (2-1) 

The default water unit weight in HEC-RAS is 62.4177 lb/ft3. If the user specifies a time series of 
water temperature, the water density is calculated using the UNESCO (1981) equation (at 
standard atmospheric pressure) 

 3/2 2
0 1 1 0w B S C S d S      (2-2) 

where 
  = water density [kg/m3] 

2 3 4 5
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0 4.8314 10d    

 T  = water temperature [ºC] 
 S  = water salinity [PSU] 
 
The above equation is valid for temperatures between 0 and 40ºC and salinities between 0.5 and 
43 PSU. The salinity above is assumed to be 0.5 PSU.  
 

2.2.2 Viscosity 
The dynamic water viscosity of water may be calculated using the curve fit formula presented by 
Neumeier et al. (2008) based on the data from Riley and Skirrow (1965) 
 

 
3 5 6 2

8 3 6 11 2

1.802863 10 6.1086 10 1.31419 10

1.35576 10 2.15123 10 3.59406 10

w T T

T S S

   

  

     

     
 (2-3) 

where 
 w  = water dynamic viscosity [kg∙s/m] 

 T  = water temperature [ºC] 
 S  = water salinity [PSU] 
 
The error compared to the data of Riley and Skirrow (1965) is less than 0.5% over the range (0 – 
38 PSU and 8 – 24ºC). The error is less than 1.0% over the range 0 – 28ºC. Currently, in HEC-
RAS the salinity is assumed to be 0.5 PSU. 
 
The water viscosity is a measure of the resistance to deformation at a given rate. When a fluid 
has zero viscosity it called inviscid. The flows resulting from water with and without viscosity 
are referred to as viscous and inviscid flows respectively. In hydrodynamics and sediment 
transport the kinematic viscosity, w , is often utilized. It is related to the dynamic viscosity by 

 w
w

w




  (2-4) 
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2.3 Sediment Properties 

2.3.1 Grain Properties 
Particles are generally classified into discrete grain classes which are assumed to have the same 
grain properties. In HEC-RAS, the grain properties utilized are the grain size, density, shape, and 
roundness. Grain properties are properties associated with a single grain class.  
 

 Grain Size 
Natural sediments have a distribution of particle sizes, densities, and shapes. For modeling 
purposes, sediments are grouped into grain classes. Each grain class is characterized by a name, 
diameter, particle density, and shape factor. The grain classes do not have to have different 
characteristics may be different only by their name. This allows the modeler to track the 
movement of sediments within the domain without having to slightly change their 
characteristics. Sediment particle size may be characterized by a representative diameter. Since 
natural sediments are naturally irregular in shape, the particle size is characterized by 
representative diameter. The nominal diameter is the diameter of a sphere that has the same 
volume of a particle 

 
1/3

6V
d


   
 

 (2-5) 

where V  is the volume of the particle. A commonly used particle diameter is the smallest square 
sieve opening through which a particle will just pass. For natural sediment particles over the 
range of about 0.2 to 20 mm, the sieve diameter is approximately 0.9 times the nominal diameter 
on average (U.S. Interagency Committee, 1957; Raudkivi, 1990). Sediment particles are 
classified into by their diameter. The table below shows the sediment grain size classification 
scheme utilized by HEC-RAS.  
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Table 2-1. Sediment grain size aggregate names utilized in HEC-RAS. 

 
Size Range (mm) Aggregate Name 
0.00098 – 0.004 Clay 

0.004– 0.008 Very Fine Silt 
0.008 – 0.016 Fine Silt 
0.016 – 0.032 Medium Silt 
0.032 – 0.0625 Coarse Silt 
0.0625 – 0.125 Very fine sand 
0.125 – 0.25 Fine Sand 
0.25 – 0.5 Medium Sand 

0.5 – 1 Coarse Sand 
1 – 2 Very Coarse Sand 
2 – 4 Very Fine Gravel 
4 – 8 Fine Gravel 
8 – 16 Medium Gravel 
16 – 32 Coarse Gravel 
32 – 64 Very Coarse Gravel 
64 – 128 Small Cobbles 
128 – 256 Large Cobbles 
256 – 512 Small Boulders 
512 – 1024 Medium Boulders 
1024 – 2048 Large Boulders 

 
 

 Density 
The sediment particle density or grain density, s , is the mass of sediment per unit volume. For 

quartz particles it is approximately 2,650 kg/m3 and does not vary significantly with temperature 
or pressure. The specific weight or unit weight of particles, s , is the density times the 

gravitational constant  

 s sg   (2-6) 

where g is the gravitational constant. The specific gravity, s , is the ratio of the grain density and 
water density  

 s

w

s



  (2-7) 

When the specific gravity is utilized to specify the grain density a reference water density is 
utilized computed with a temperature of 4ºC. The table below shows typical specific gravity 
ranges for different common minerals and rocks.  
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Table 2-2. Specific gravity ranges for different minerals and rocks. 
Material  Specific 

Gravity 
Quartz 2.6 – 2.7 

Limestone 2.6 – 2.8 
Basalt 2.7 – 2.9 

Magnetite 3.2 – 3.5 
Coal 1.3 – 1.5 

 
However, often when the specific gravity is utilized in sediment transport equations it is more 
appropriate to utilize the ratio of the grain density and the actual water density.  
 

 Shape Factor 
The particle shape factor utilized is attributed to Corey (1949) 

 F

c
S

ab
  (2-8) 

where 
 a  = length of the particle along the long axis perpendicular to the other two axes [L] 
 b  = length along the intermediate axis perpendicular to the other two axes [L] 
 c = length along the short axis perpendicular to the other two axes [L] 
 
The shape factor is utilized for some of the sediment fall velocity formulas. The shape factor of 
natural particles is usually about 0.6 to 0.7.  
 
 

 Roundness 
The particle roundness can only be estimated based on the comparison with the images proposed 
by Powers (1953), shown in the figure below, and the use of Folk’s (1955) corresponding scale 
shown in the table below.  
 

 
 

Figure 2-1. Particle roundness scale proposed by Powers (1953) (from Powers (1953). 
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Table 2-3. Folk’s (1955) Roundness “rho” Scale. 
Powers Verbal Class  Rho Scale 

Class 
Intervals 

Very angular 0.0 – 1.0 
Angular 1.0 – 2.0 

Sub-angular 2.0 – 3.0 
Sub-rounded 3.0 – 4.0 

Rounded 4.0 – 5.0 
Well-rounded 5.0 – 6.0 

 
 

2.3.2 Bulk Properties 

 Grain-Size Distribution 
In general, natural sediments consists of a mixture of sediment sizes, shapes, densities, etc. In the 
multiple-grain class approach, the sediment mixture is discretized in a fixed number of sediment 
grain classes, each with own grain properties. The grain properties are generally different from 
grain classes to grain class, but they may in fact be the same (i.e. same grain size). In fact, 
allowing grain classes to have the same properties allows tracking (mapping) of sediments 
without having to artificially change the grain characteristics, namely grain size. Each grain 
class, numbered k is defined by an upper and lower bound diameters and a representative grain 
class diameter represented as 1/2kd   and 1/2kd  , respectively. The grain class diameter is defined 

here as the geometric mean of the bound diameters 1/ 2 1/ 2k k kd d d  . Either the representative 

diameters or bounding diameters may be specified as model input. The grain class limits are only 
used to compute the sediment percentile diameters (i.e. the sediment percentile diameters are the 
diameters corresponding to certain percentile such as the 50th percentile). The algorithm used to 
compute  
 
The grain class fractions, or percentages are usually measured by weight using a sieving analysis 
but can be also in units of volume or particle count. The grain class fractions by weight are 
represented by kf  and fractions by volume by k̂f . If the grain class particle densities, sk , are 

known the fractions can be converted from by volume to by weight as 

 
1

1
ˆ sk k
k

si i
i

f
f

f









 (2-9) 

 
ˆ

ˆ
sk k

k

si i
i

f
f

f







 (2-10) 

Most of the grain fractions utilizes in this report represent weight fractions and both the input and 
output grain fractions are fractions by weight.  
 
The grain-size distribution of a sediment mixture can be represented by a histogram of grain 
class fractions and a cumulative frequency curve (Krumbein 1934). An example of a grain-size 
distribution is shown in the figure below.  
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Figure 2-2. Grain-size distribution histogram (left) and cumulative frequency curve (right).  
 
Many natural sediments have a grain-size distribution which can be approximated by a log-
normal distribution. The example grain-size distribution above follows a log-normal distribution. 
When plotted on a log-scale, the log-normal distribution has an approximate normal (Gaussian) 
distribution curve.  
 
Characteristic Diameters 
The grain size distribution commonly described with by percentile diameters. These diameters 
correspond to a specific percent by weight finer on the cumulative frequency curve. For example, 
the 50th percentile (median) diameter, 50d , is the particle diameter at which 50% by weight of the 

same is finer. More generally, the notation nd  represents the diameter at which n percent by 

weight is finer. Other commonly used percentile diameters are 10d , 16d , 35d , 50d , 65d , 84d , and 

90d . When interpolating the percentile diameters from the cumulative frequency curve it is 

usually done in log-space for the grain diameters. Other commonly used representative grain 
diameters are the arithmetic mean diameter, md , and the geometric mean diameter, gd , defined 

respectively as  

 m k k
k

d f d  (2-11) 

 exp lng k k
k

d f d
 

  
 
  (2-12) 

 
Uniformity 
The uniformity of a sediment grain size distribution is a measure of how well sorted the 
distribution is.  The uniformity or sorting is often described can be described by the geometric 
standard deviation  
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 2exp (ln ln )g k k g
k

f d d    (2-13) 

where 

kf  = grain class fraction by weight [-] 

kd  = grain class characteristic diameter [L] 

 gd  = geometric mean [L] 

The following table describes the sorting classifications based on the geometric standard 
deviation 
 

Table 2-4. Grain-related roughness height coefficient. 
 

Geometric Standard  
Deviation ( g ) 

Classification 

Very well sorted <1.27 

Well sorted 1.27 – 1.41 

Moderately well sorted 1.41 – 1.62 

Moderately sorted 1.62 – 2.00 

Poorly sorted 2.00 – 4.00 

Very poorly sorted 4.00 – 16.00 

Extremely poorly sorted > 16.00 
 

 Porosity 
The porosity is a measure of how the volume of voids per unit volume of the deposit 

 vV

V
   (2-14) 

where  

vV  = volume of the voids [L3] 

V  = total volume of mixture [L3] 
 
The porosity of sediments depends on the grain size, shape, roundness, sorting, and the level of 
compactness. The sediment porosity can vary from 0.82 for freshly deposited clays to 0.25 for 
extremely poorly sorted sediments.  
 

 Dry Bulk Density 
The two most commonly used bulk densities are the wet and dry bulk densities. The dry bulk 
density or simply dry density is defined as 

 s
d

m

V
   (2-15) 

where  
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sm  = sediment mass [M] 

V  = volume water-sediment mixture [L3]  
 
The dry bulk density can be viewed as a sediment mass concentration. It is a function of the 
particle densities and the porosity/volume concentration. Dry densities generally vary between  
300 to 1,600 kg/m3. The dry bulk density can be calculated for a grain size distribution with a 
porosity as 

 
1

1ˆ(1 ) (1 )d sk k si i
k i

f f    


 
     

 
   (2-16) 

where 

k̂f  = grain class fraction by volume [-] 

kf  = grain class fraction by weight [-] 

sk  = grain density [M/L3] 

  = porosity [-] 
 
 

2.4 Water-Sediment Mixture Properties 
Bulk properties refer to properties of the sediment-water mixture. Bulk properties usually refer to 
sediment bed properties such as porosity, bulk densities, and erodibility parameters. The 
erodibility parameters are discussed in a subsequent section while the porosity and bulk densities 
are covered below.  
 

2.4.1 Density 
The wet bulk density is density of the water-sediment mixture and is defined as 

 w s
m

m mm

V V
 

   (2-17) 

where  
m  = mass of water-sediment mixture [M] 

wm  = water mass [M] 

sm  = sediment mass [M] 

V  = total volume of sediment mixture [L3]  
 
The wet bulk density is usually utilized for describing the density of the transported water-
sediment mixture. Given a fractional sediment concentration with varying grain densities, the 
density of the water-sediment mixture can be computed as 

 (1 )m w sk k
k

c c      (2-18) 

where 
 m  = water-sediment mixture density [M/L3] 

 w  = water density [M/L3] 
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k
k

c c  = sediment volume concentration [-] 

 sk  = grain class particle density [M/L3] 

 kc  = grain class (fractional) volume concentration [-] 

 
Wet bulk densities can vary from 1330 kg/m3 to 2230 kg/m3.  
 

2.4.2 Viscosity 
Thomas (1965) proposed the following equation for the water-sediment mixture viscosity  

 21 2.5 10.05m

w

c c



    (2-19) 

where 
 m  = water-sediment mixture viscosity [M∙T/L] 

 w  = water viscosity [M∙T/L] 

 c  = sediment volume concentration [-] 
 
The above equation has an accuracy of 97.5% for c  < 0.25%.  
 
 

2.5 Bedform Geometry 
Bedforms are closely related to flow conditions. As the flow strength increases, a stationary flat 
bed may evolve to form ripples, mega-ripples, dunes, moving planar bed, anti-dunes, and 
chutes/pools.  
 

2.5.1 Ripples 
Ripples are relatively triangular bed features formed by current and wave motion over sandy 
beds with grain sizes between 0.06 mm and about 0.7-1.0 mm. Observations indicate that ripples 
are independent of the flow depth.  
 
Current-generated ripples are generally asymmetric and travel downstream. They are 
characteristic of lower flow regimes with Froude numbers less than 1. The ripple slopes on the 
lee side are generally close the critical stability slope for sediment. Many formulas are available 
in literature for calculating current ripples. The formulas included here are: 

1. Baas (1993) 
2. Raudkivi (1997) 

 
Before proceeding it is useful to define the current-related equilibrium and maximum bedform 
geometries. The equilibrium bedform geometry corresponds to the geometry under steady 
conditions considering the bed composition (e.g. 50d ), flow conditions, and preexisting bedform 

geometry. Biodegradation is not included in the equilibrium bedform geometry. The maximum 
bedform geometry corresponds to the maximum ripple height considering only the bed 
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composition and not the flow conditions. Some empirical formulas only provide an estimate of 
the maximum ripple geometry without consideration of the flow conditions.  
 
Baas (1993) 

The following regression equations for the current-related maximum ripple height and length 
were proposed by Baas (1993)  

 ,max 10 503.4 log ( ) 18r d    (2-20) 

 ,max 10 5075.4 log ( ) 197r d    (2-21) 

where ,maxr and ,maxr  are the maximum ripple height and length respectively, 50d  is the median 

grain size, and all variables are in mm. Baas (1993) does not provide a method for estimating the 
equilibrium ripple dimensions.  
 
Raudkivi (1997) 

Raudkivi (1997) proposed the following simple dimensional formulas for the current-related 
maximum ripple height and length 

 0.253
,max , ,max 500.074r r c d    (2-22) 

 0.35
,max 50245r d   (2-23) 

where ,maxr and ,maxr  are the maximum ripple height and length respectively, 50d  is the median 

grain size, and all variables are in mm. Raudkivi (1997) does not differentiate the equilibrium 
ripple dimensions from the maximum ripple dimensions. It is noted that the Raudkivi (1997) 
formula is used by the Wu et al. (2000) sediment transport equations.  
 
 

2.5.2 Dunes  
Dunes are current-generated bedforms which are characteristic of lower regime flows with 
Froude numbers less than one. There are many formulas for predicting dune geometry. Here the 
following formulas are included: 

1. Karim (1995) 
2. van Rijn (1984) 

 
Karim (1995) 

Karim (1995) proposed the following simple relations for the dune height and length: 

2

* *

,50 ,50 *
, 503 4

,50
* *

,50 ,50

0.04 0.294 0.00316

for 0.15 3.64 and

0.0319 0.00272

0 otherwise

s s

d eq silt
s

s s

u u

u
d d

u uh

 



 

  
          

     
            



 (2-24) 
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where 
 *u  = current shear velocity (total) [L/T] 

,50s  = fall velocity based on the median grain size 50d  [L/T] 

 
Karim (1995) does not provide a method for estimating the dune length.  
 
van Rijn (1984) 

van Rijn (1984c) formulas for the dune height, d , and length, d , are given by 

  
0.3

50
* * *

,

0.11 1 exp( 0.5 ) (25 ) for 0 25

0 otherwise
d eq

d
h T T T

h

             



 (2-25) 

 , 7.3d eq h   (2-26) 

where  

 
2

*
* 2

*

1
cr

u
T

u


   = sediment transport stage parameter [-] 

 *
h

U g
u

C
 


 = bed skin shear velocity [L/T] 

10
,

12
18 logh

s g

h
C

k

 
    

 
Chézy grain roughness coefficient [L1/3/T] 

, 903s gk d  = grain-related roughness [L] 

 * 50( 1)cr cru g s d     = critical shear velocity shear velocity [L/T] 

 cr  = critical Shields parameter [-] 

 

The critical Shields parameter is calculated based on van Rijn (1984a) 

 
 

2.6 Bottom Roughness 
The total roughness may be computed from the user-specified Manning’s roughness coefficient 
or computed internally from the individual components. The total bottom roughness may be 
separated into roughness’s due to (1) grains, (2) sediment transport, and (3) bedforms. The 
bedform roughness may be further divided into roughness’s due to: (1) ripples, (2) mega-ripples, 
and (3) dunes. The grain-related roughness is the skin roughness caused by the sediment grains 
on the bed. It is necessary for many of the sediment transport formulas. The sediment transport 
roughness is a friction loss caused by the moving particles near the bed. The transport roughness 
is usually small compared to the other components. The bedform roughness is the form 
roughness and can have a large range of values. Bedforms geometry is very difficult to predict 
and therefore, the bedform roughness has a large uncertainty.  
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2.6.1 Roughness Specification and Conversion 
The total bottom roughness is specified in HEC-RAS with the Manning’s roughness coefficient. 
It is important to note that the bed roughness is assumed constant in time and not changed 
according to bed composition and bedforms. This is a common engineering approach which can 
be justified by the lack of data to initialize the bed composition and the large error in estimating 
the bed composition evolution and bedforms. In addition, using a constant bottom roughness 
simplifies the model calibration. The bed roughness used for hydrodynamics may not be the 
same as that which is used for the sediment transport calculations because each sediment 
transport formula was developed and calibrated using specific methods for estimating bed shear 
stresses or velocities, and these cannot be easily changed. The choice of what roughness 
parameter is specified and kept constant over an area has important consequences on the flow 
and its distribution with respect to the water depth (see figure below). The Nikuradse roughness 
height sk  is related to the roughness length by (Christoffersen and Jonsson 1985) 

 *
0

*

1 exp
30 27 9

s sk u k
z

u




         
 (2-27) 

where 

*u  = bed shear velocity [L/T] 

sk  = Nikuradse roughness [L] 

   = water kinematic viscosity [L2/T] 
 

For flat beds consisting of fine sands or mud, the flow is hydraulically smooth or transitional 
while beds with coarse sands, gravel, or bedforms are hydraulically rough (Soulsby 1997). Most 
natural river and coastal flows are hydraulically rough for which case the above equation 
simplifies to 

 0 30
sk

z   (2-28) 

The equation is based on a logarithmic velocity profile and covers smooth, transitional, and 
rough turbulent flows.  
Assuming rough turbulent flow, the second part of the equation may be ignored, in which case 
the Colebrook-White equation may be used to convert the roughness height to a Manning’s 
coefficient as 

 
1/6

10

12
18log

s

AR
n

R
k


 
 
 

 (2-29) 

where  
1 forSIunits

1.486 for English units
A


 


  

R  = hydraulic radius or water depth [L] 

sk  = roughness height [L].  
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2.6.2 Grain-related Roughness 
The grain-related roughness may be estimated as (e.g. Meyer-Peter and Muller 1958) 

 , ,s g g X Xk d  (2-30) 

where 
 ,g X  = Grain-related roughness height coefficient  

 Xd = Diameter corresponding to the X  percentile 

 
Examples values of ,g X  from literature are shown in the table below. 

 
Table 2-5. Grain-related roughness height coefficient. 

 
Reference Xd  ,g X  

Ackers and White (1973) 35d  1.23 

Meyer-Peter and Muller (1948) 50d  1.0 

Engelund and Hansen (1972) 
Nielsen (1992) 

50d  2.50 

Strickler (1970) 50d  3.3 

Engelund and Hansen (1967),  
Wilcock (2001) and Wilcock 
and Crowe (2003) 

65d  2.0 

Limerinos (1970) 84d  2.8 

Kamphius (1974) 90d  2.0 

van Rijn (1984c) 90d  3.0 

 
 
In HEC-RAS, the grain roughness height formulations utilized from the above table are van Rijn 
(1984c) 
 
The grain-related Manning’s roughness coefficient may be estimated as 

 
1/6

,

X
g

n X

d
n

A
  (2-31) 

where 

Xd  = Xth percentile diameter [m] 

,n XA  = Grain-related Manning’s n corresponding to Xd  [1/(s m1/6)] 

 
The table below shows some examples of nA  from literature.  
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Table 2-6. Grain-related Manning’s coefficient. 
 

Reference 
Xd  ,n XA  

Strickler (1923) 
50d  25.6 

Li and Liu (1963) 
50d  20 

Patel and Ranga Raju (1996) 
65d  24 

Meyer-Peter and Muller (1948) 
90d  26 

 

 
 

Figure 2-3. Example grain Manning’s roughness coefficient following Strickler (1923).  
 
 
Limerinos 

Limerinos (1956) developed a bed roughness predictor based on data from 11 gravel-bed streams 
in California as (see Figure below) 

 
 

1/6

10 84

0.0926

1.16 2log /g

AR
n

R d



 (2-32) 

where 

 
1.219 forSI units

1 for English units
A


 


 

gn  = grain-related Manning’s roughness coefficient [s/m1/3] 

R  = hydraulic radius [L] 
 84d  = 84th percentile diameter [L] 

 
The equation is applicable to high in-bank flows in straight, gravel-bed channels. All the data 
used corresponded to Froude numbers less than 1. The Limerinos equation only accounts for the 
grain roughness in gravel-bed streams and does not include other contributions. Therefore, it 
may be used as the base value in the Cowan (1956) method.  
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Figure 2-4. Grain roughness using the Limerinos (1956) equation.   
 
 
It is noted that none of the expression above account for the full distribution of sediments and 
only consider a representative diameter. This is a limitation of the expressions when being 
applied to poorly sorted bed material.  
 
 

2.6.3 Sediment Transport Roughness 
Moving sediment produces a roughness due to the energy losses in transporting the sediment. 
This process is poorly understood and relatively few expressions are available in literature to 
account for this process. Here two simple formulas are available which account for the added 
roughness of bed-load transport. The formulas included here for sediment transport roughness 
are: 

1. Wilson (1966) 
2. Wiberg and Rubin (1989) 

 
Wilson (1966) 

A commonly used formula for the sediment transport related roughness is the Wilson formula 
(Wilson 1966, 1989ab) 

 , 5s sk d  (2-33) 

where 
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 
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 


 = grain-related Shields number [-] 

 d = grain size diameter [L] 
 
The above formula has been used by Camenen and Larson (2007) and others. The above 
equation must therefore be solved simultaneously with the expressions for the bottom shear 
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stress because the roughness depends on the stress. The exact solution is approximated here 
using explicit polynomial fits in order to avoid time-consuming iterations in calculating the bed 
shear stress.  
 
Wiberg and Rubin (1989) 

Wiberg and Rubin (1989) proposed the following formula for the sediment transport related 
roughness 

 1
, 50

2

/
30

1 /
b cr

s s WS
b cr

a
k d

a

 
 





 (2-34) 

 
where 
 ,s sk  = sediment transport related roughness height [cm] 

50d  = median grain size [cm] 

b   = grain shear stress [M/L/T2] 

cr  = critical shear stress [M/L/T2] 

0.056WS   [-] 

 1 0.68a   [-] 

 2
2 50 500.0204 ln(100 ) 0.022 ln(100 ) 0.0709a d d    (~0.27) [-] 

 
The formula is based on the hypothesis that the transport roughness is directly proportional to the 
thickness of the bed-load layer proposed by Owen (1964). The formula is basically that of 
Dietrich (1982) with recalibrated coefficients.  
 
 

2.6.4 Bedform Roughness 
Ripple Roughness 

The ripple roughness may be estimated as (see Grant and Madsen 1982; Nielson 1992; and 
Soulsby 1997) 

 
2

,
r

s r r
r

k 



  (2-35) 

where  

,s rk  = ripple roughness height [L] 

r  = ripple roughness coefficient on the order of 10 [-] 

r  = ripple height [L] 

r  = ripple length [L]  

 
Examples values of r  from literature presented in the table below.  
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Table 2-7. Ripple Roughness Height Coefficient. 
 

Reference r  

Grant and Madsen (1982) 27.7 

Nielsen (1992) 8 

Raudkivi (1997) 21.7 

Soulsby (1997) 7.5 

van Rijn (1993) 10 

 

Dune Roughness 

For dunes van Rijn (1984c) method is given by 

 , 1.1 1 exp 25 d
s d d d

d

k 


  
     

  
 (2-36) 

where  
 d  = dune shape coefficient (~1.0) [-] 

d  = dune height [L] 

d  = dune length [L] 

 
The dune shape coefficient, d , is approximately 1.0 for dunes with angle-of-repose faces as 

considered in van Rijn (1984c). Dunes with more gently sloping faces have smaller shape 
coefficients as is common in the field. Van Rijn (1993) proposed setting 0.7d   based on 

various field measurements of river systems. van Rijn (1984c) provided expressions for 
calculating the dune height and length and are shown in Equations (2-94) and (2-95). The figure 
below shows the dune roughness based on van Rijn (1984c) as a function of the sediment 
transport stage.  
 

 
 

Figure 2-5. Dune roughness height based on van Rijn (1984a).  
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2.7 Bed Roughness Predictors 
By default, the total bed roughness is set to the user-specified Manning’s roughness coefficient 
utilized for hydrodynamics. The option is also available to compute the dynamically variable bed 
roughness based on one of three bed roughness predictors. These are formulations to compute 
bed roughness based on varying hydrodynamic and surface bed compositions. Here the 
following formulations are available:  

1. Limerinos (1970) 
2. Brownlie (1983) 
3. van Rijn (1984c) 
4. Karim (1995) 
5. Wu and Wang (1999) 

 
A comparison of different bed roughness predictors is shown in the figure below. The Karim-van 
Rijn formulation utilizes the van Rijn (1984c) dune geometry formulas instead of Karim (1995). 
The Limerinos (1970) formula does not account for bedform roughness and is therefore constant 
with transport stage. The Wu and Wang (1999) and van Rijn (1984c) formulas produce similar 
results. The Wu and Wang (1999) formula produces bedform roughness even at transport stages 
less than one, while the formulations which utilize the van Rijn (1984c) dune geometry only 
produce bedform roughness for transport stages larger than one. The Brownlie (1983) formula 
has a sharp discontinuity between the lower and upper flow regimes. This discontinuity may 
cause stability problems in numerical models and so cautious must be practice when modeling 
such flows with the Brownlie formula.  
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Figure 2-6. Comparison of different bed roughness predictors. 
 
 

2.7.1 Limerinos 
Limerinos (1956) developed a bed roughness predictor based on data from 11 gravel-bed streams 
in California as (see Figure below) 
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where 

 
1.219 forSI units

1 for English units
A


 


 

 n  = Manning’s roughness coefficient [s/m1/3] 
R  = hydraulic radius [L] 

 84d  = 84th percentile diameter [L] 

 
The equation is applicable to high in-bank flows in straight, gravel-bed channels. All the data 
used corresponded to Froude numbers less than 1. The Limerinos equation only accounts for the 
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grain roughness in gravel-bed streams and does not include other contributions. Therefore, it 
may be used as the base value in the Cowan (1956) method. The above formula does not account 
for the full distribution of sediments and only consider a representative diameter. This is a 
limitation of the expressions when being applied to poorly sorted bed material.  
 
 

2.7.2 Brownlie 
Brownlie (1983) proposed separate resistance relationships for the lower and upper regimes as 
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 (2-38) 

where 
 n  = total manning’s roughness coefficient 

* 3
50

Uh
q

gd
  [-] 

 R  = hydraulic radius associated with the bed [L] 
 S  = slope [-] 

50d  = median grain size [L] 

g  = geometric standard deviation of bed material [-] 
1/6
500.041n d   = Strickler grain roughness [s/m1/3] 

 
50 ( 1)

g

U
F

gd s



 = grain Froude number [-] 

 
0.3333

1.74
gF

S
   = slope parameter [-] 

 
 

2.7.3 van Rijn 
The van Rijn (1984c) alluvial roughness height predictor computed computes the total roughness 

sk  as the sum of the grain and dune roughness: 

 , ,s s g s dk k k   (2-39) 

where  

sk  = total roughness height [L] 

,s gk  = grain roughness height [L] 

,s dk  = dune roughness height [L] 

 
The grain roughness is computed as 
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 , 903s gk d  (2-40) 

where 90d  is the 90th percentile diameter. The dune roughness height is computed as (van Rijn 

1984a) 

 , 1.1 1 exp 25 d
s d d d

d

k 


  
     

  
 (2-41) 

where 

d  = dune shape coefficient (~1.0) [-] 

d  = dune height [L] 

d  = dune length [L] 

 
The dune shape coefficient, d , is approximately 1.0 for dunes with angle-of-repose faces as 

considered in van Rijn (1984). Dunes with more gently sloping faces have smaller shape 
coefficients as is common in the field. van Rijn (1993) proposed setting 0.7d   based on 

various field measurements of river systems. van Rijn (1984a) provided expressions for 
calculating the dune height and length and are shown in Equations (2-94) and (2-95). The figure 
below shows the dune roughness based on van Rijn (1984a) as a function of the sediment 
transport stage. Here the parameter is set to 1.0 for simplicity.  
 
 

2.7.4 Karim 
Karim (1995) developed a formula to predict bedform roughness for ripples, dunes and washed 
out dunes following a curve fit to flume and field measurements. The proposed formula for the 
total Manning’s roughness coefficient is as follows: 

 
0.465

0.126
500.037 1.2 8.92n d

h

   
 

 (2-42) 

where  

n  = Manning’s roughness coefficient [s/m1/3] 

50d  = median grain size diameter [m]  

h  = water depth [m] 

  = bedform height [m] 

 
Karim (1995) proposed a formula for the bedform height. However, other formulas may also be 
used. In fact, it has been found that utilizing the van Rijn (1984c) formula for dune height 
produces results which are more consistent with the Wu and Wang (1999) formula which is 
described below.  
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2.7.5 Wu and Wang 
Wu and Wang (1999) developed a formula to predict bedform roughness for ripples, dunes and 
washed out dunes following a curve fit to flume and field measurements. The proposed formula 
for the total Manning’s roughness coefficient is as follows: 

 
1/6
50max , g

n

d
n n

A

 
  

 
 (2-43) 

with 
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 (2-44) 

where  
n  = Manning’s roughness coefficient [s/m1/3] 

gn  = Grain-related Manning’s roughness coefficient [s/m1/3] 

/rF U gh  = Froude number [-]  

U  = depth-averaged current velocity [L/T] 
h  = water depth [m] 
g  = gravity [L/T2] 

b   = grain shear stress [M/L/T2] 

50cr  = critical shear stress corresponding to the median grain size [M/L/T2] 

 
Wu and Wang (1999) computed the grain-related Manning’s roughness coefficient with the 
formula of Li and Liu (1963).  
 
 

2.8 Total-load Transport Equation 
The total-load sediment transport is the sum of all particles transported. The total-load may be 
divided into bed and suspended loads as a function of the transport mode. The total-load 
transport equation may be written as 

  ( ) HF HFtk
tk tk tk tk tk tk

tk

hC
h C h C E D S

t



 

           
U  (2-45) 

where 

tkC  = total-load sediment concentration of the kth grain class [M/L3] 

tk  = total-load correction factor for the kth grain class 

U  = depth-averaged current velocity in jth-direction [L/T]  
h  = water depth [L] 

tk  = total-load diffusion (mixing) coefficient corresponding to the kth grain class 
HF
tkE  = total-load erosion rate in hydraulic flow [M/L2/T] 
HF
tkD  = total-load deposition rate in hydraulic flow [M/L2/T] 
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tkS  = total-load source/sink term [M/L2/T] 

 
The main advantage for solving the total-load transport formula instead of separate bed- and 
suspended-load transport equations is the reduced computational costs since it requires one less 
transport equation solution and also simplifies the bed change and sorting computations.  
 
It is noted that the velocity-weighted concentration definition is utilized. This definition results in 
the total-load correction factor appearing in the temporal term whereas the depth-averaged 
concentration definition results in an advection coefficient in the of the advection terms. 
Experience has shown that when simulating bedload dominate transport, the advection 
coefficient can have sharp spatial variations which may not be consistent with the transport 
capacity leading to unrealistic results. The load correction factor in the temporal on the other 
hand is extremely well behaved even when its value varies significantly in space and/or time. 
 
The above formulation is utilized for both cohesive and noncohesive sediments. Erosion is 
computed differently for cohesive and noncohesive sediment grain classes depending on the 
grain size and the bed composition. Erosion is also computed differently for the hydraulically 
wet and dry portions of the domain. The hydraulically wet portion is the region which is 
submerged by water and erosion is primarily due to bottom shear stresses. The hydraulically dry 
portion is the region where the erosion is primarily due to precipitation splash and surface runoff 
in the form of sheet flow. The source/sink term tkS  includes boundary conditions including 

surface runoff SR
tkS .  

 

2.9 Bed Change Equation 
The fractional bed change is calculated as  

  (1 ) b
sk b tk tk bk bk b

k

z
D E q z

t
         

 (2-46) 

where  

bz  = bed elevation with respect to the vertical datum [L] 

sk  = grain class particle density [M/L3] 

b  = porosity of the eroded and deposited material [-] 

tkD  = total-load deposition rate [M/L2/T] 

tkE  = total-load erosion rate [M/L2/T] 

bkq  = bed-load mass transport rate magnitude [M/L/T] 

bk  = empirical bed-slope coefficient for grain class k [-] 

The last term on the right-hand side of the above equation accounts for bed-slope effects. The 
bed-slope term has the effect of moving sediment downslope and thus smoothing the bathymetry. 
Therefore, it improves stability. Another advantage of the term is that it is independent of the 
transport formula and therefore can be applied irrespective of the transport formula formulation.  
 
The total bed change is defined as the sum of the fractional bed changes as  
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 b b

k k

z z

t t

      
  (2-47) 

 
 

2.9.1 Bed-Slope Coefficient 
The bed-slope coefficient is calculated using a following formula (e.g. Koch and Flokstra 1981; 
Kovacs and Parker 1994; and Parker et al. 2003)  

 0
0

0max( , )
crk

bk b
b crk

 
 




 (2-48) 

in which 
 0b  = empirical parameter approximately equal to 0.1 to 0.5 [-] 

 crk  = critical shear stress [M/L/T2] 

 b   = bed skin shear stress [M/L/T2] 

 
It is important to include a lower limit for the skin shear stress because not all transport formulas 
include a critical shear stress (e.g. Engelund-Hansen (1967) formula). A plot of the bed-slope 
coefficient is shown in the figure below. As the bed skin shear increases with respect to the 
critical shear stress, the effect of the bed-slope is decreased. Likewise, smaller grain classes will 
be less affected by the bed-slope compared to coarser grain classes because they will be in less 
contact with the bed and influenced more by the current than the bed slope.  
 

 
 

Figure 2-7. Bed-slope coefficient as a function skin shear stress, b  , and grain size diameter d . 

The critical shear stress for each grain size is calculated with the Soulsby and Whitehouse (1997) 
equation. 
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2.10 Erosion 
The area-averaged sediment erosion rate is computed as a function of the erosion potential 

 *
1tk k tkE f E  (2-49) 

where 

tkE  = erosion rate [M/L2/T] 

1kf  = active grain class fractions by weight [-] 
*
tkE  = potential erosion rate [M/L2/T] 

 
The active layer grain class fractions represent the sediment availability. The erosion potential 
consists of two components due to (1) hydraulic flow and (2) sheet and splash erosion: 
 

 * * *SS HF SS SS
tk A tk A tkE r E r E   (2-50) 

where 
SS

Ar  = fraction of horizontal area corresponding to sheet and splash erosion [-]  
HF

Ar  = fraction of horizontal area corresponding to hydraulic flow erosion [-] 
SS
tkE  = sheet and splash erosion rate [M/T/L2]  
HF
tkE  = hydraulic flow erosion rate [M/T/L2]  

The incorporation of SS
Ar  and HF

Ar  in the above formulation is important since the present model 

is designed to support partially hydraulically wet and dry cells. It is noted that 1SS HF NE
A A Ar r r    

where NE
Ar  represents the fraction of non-erodible surface area (i.e. bed rock, concrete surface, 

structures) and surface cover (e.g. vegetation). In the current version of the model, NE
Ar  is 

assumed to be zero.  
 

2.10.1 Hydraulic Flow Erosion 

 Cohesive Sediments 
At low shear stresses, erosion occurs due to particle and small aggregate detachment, while at 
high shear stresses, erosion occurs primarily due to detachment of clasts or chunks of material 
and is referred to as “mass erosion” or “mass wasting”. This behavior may be captured by using 
different erodibility coefficients and critical shear stresses for surface and mass erosion:  

  
   

*

0 for

/ 1 for

/ 1 / for

b ce
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tc b ce ce b cM

cM ce M b cM ce b cM
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 
    

      

 


   
    

 (2-9) 

where  
*HF
tcE  = cohesive erosion rate [M/L2/T] 

b  = bed shear stress [M/L/T2] 

ce  = critical shear stress for cohesive sediment erosion [M/L/T2] 
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cM  = critical shear stress for mass wasting erosion [M/L/T2] 

M  = surface erosion rate coefficient [M/L2/T] 

MM  = erodibility coefficient for mass wasting erosion [M/L2/T] 

In other words, different values for the erosion coefficient are specified at different ranges of bed 
shear stress. If the coefficients M  and MM  are equal then the above formulations reduces to the 

classic linear formulation by Ariathurai (1974) Ariathurai and Arulanandan (1978) based on the 
data of the data from Partheniades (1962) 

 
 

*
0 for

/ 1 for
b ceHF

tc

b ce ce b

E
M

 
   

   
 (2-9) 

where  
*HF
tcE  = cohesive erosion rate [M/L2/T] 

M  = surface erosion rate coefficient [M/L2/T] 
 
 

 Noncohesive Sediments 
The hydraulic flow erosion is simulated using the adaptation formulation (see Wu et al. 2007 and 
references therein).  

 * *HF
tk tk sk tkE C   (2-51) 

where 

tk  = adaptation coefficient [-] 

sk  = sediment settling velocity [L/T] 
* * / ( )tk tkC q hU  = sediment concentration potential [M/L3] 

*
tkq  = total-load sediment transport [M//L/T] 

It is noted that if the bed consists of both cohesive and noncohesive sediments, then the erosion 
potential of noncohesive sediments is limited to that of the noncohesive sediments (see also 
Brown et al. 2014). This is so that the erosion of noncohesive sediment fractions is never larger 
than that of the cohesive fractions. One advantage of the adaptation coefficient compared to 
near-bed sediment concentration potential formulations, is that there are many formulations for 
the sediment transport potential as compared to the near-bed sediment concentration potential. It 
also makes it easier to compare model results with Exner type models since for uniform 
equilibrium conditions they should produce the same transport rates. The main disadvantage of 
the adaptation approach is that it introduces an additional calibration parameter.  
 
When simulating mixed cohesive and noncohesive sediments, the erosion rates for noncohesive 
sediments are always computed with the transport formulas for noncohesive sediments but with 
corrections to the critical shear stress or velocity. In addition, the erosion rates for noncohesives 
grain classes are limited using the cohesive sediment erosion rate.  
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2.10.2 Splash and Sheet Flow Erosion 
Splash and sheet flow erosion occurs in the “hydraulically dry” portion of the domain which is 
above the water surface elevation but has precipitation and surface runoff. The region is often 
referred to simply as the inter-rill region. The splash and sheet flow erosion are computed with a 
modified form of the rangeland erosion formula developed by Wei et al. (2009)  

 * 1.052 0.592
,

SS
tk E k SSE r K r v  (2-52) 

where 

SSK  = splash and sheet erodibility coefficient (dimensional) 

,E kr  = grain size function of eroded material (described in a later section) [-] 

r  = precipitation intensity [L/T] 
v r f   = excess precipitation rate [L/T] 
f  = infiltration rate [L/T] 

 
The splash and sheet flow erosion potential formula has been modified for non-uniformly sized 
sediment by including a grain size function. The function determines the sediment gradation of 
the eroded material. A simple formulation is proposed as a function of the sediment fall (settling) 
velocity: 
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 (2-53) 

where 

sk  = settling velocity for grain class k [L/T] 

sandd  = grain size threshold equal to 2 mm [L] 

sandN  = number of grain classes smaller than sandd  [-] 

m  = empirical coefficient between 0 and 0.5 (default = 0.2) [-] 
 
It is assumed that only grains smaller than sandd = 2 mm are eroded by sheet and splash erosion. If 

the coefficient m  is set to 0, then all of the grain classes with diameters less than sandd  have 

equal erosion potential. The figure below shows an example of the sheet and splash erosion grain 
size function.  
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Figure 2-8. Example sheet and splash erosion grain size function with m = 0.2 and the fall 
velocity computed from Cheng (1997).  

 
 
The above approximation is a necessary one for non-uniform sediments because without it the 
sheet and splash erosion formulations can produce extremely unrealistic erosion gradations for 
sediment beds with coarse material. Additional research is needed to better extend existing sheet 
and splash erosion formulas to graded sediments.  
 

2.11 Deposition 
The deposition is assumed to occur only over the hydraulically wet portion of cells. Hence, the 
area-averaged deposition rate may be written as 

 HF HF
tk A tkD r D  (2-54) 

 
where 

HF
Ar  = fraction of horizontal area corresponding to hydraulic flow [-] 

HF
tkD  = hydraulic flow deposition rate [M/L2/T] 

The formulation for the hydraulic flow deposition rate depends on whether the sediments are 
cohesive or noncohesive.  
 

2.11.1 Noncohesive Sediments 
The concentrated flow erosion and deposition formulation by Wu et al. (2007) and others is 
given by 

 HF
tk tk sk tkD C   (2-55) 

where 

tk  = adaptation coefficient [-] 

sk  = sediment settling velocity [L/T] 
* * / ( )tk tkC q hU  = sediment concentration potential [M/L3] 

*
tkq  = sediment transport potential [M/L/T] 
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h  = water depth [L] 
U  = depth-averaged current velocity [L/T] 

 

2.11.2 Cohesive Sediments 
The sediment deposition rate for cohesive sediments is given by (Krone 1962; Partheniades 
1962; Mehta and Partheniades 1975) 

 HF
tk D sf tkD P C  (2-56) 

where 

tkD  = total-load deposition rate [M/L2/T] 

DP  = probability of deposition [-] 

sf  = floc settling velocity [L/T] 

tkC  = total-load mass concentration [-] 

The grain class settling velocity may be equal to the dispersed particle settling velocity or a floc 
settling velocity depending on the sediment concentration. The probability for deposition by 
Krone (1962) and Partheniades (1962) is given by 

 max 1 ,0b
D

crD

P



 
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 
 (2-57) 

where 
 b  = bed shear stress [M/L/T2] 

 crD  = critical shear stress for deposition [M/L/T2] 

In HEC-RAS 1D sediment the critical shear stress for deposition is set to the critical shear stress 
for erosion (i.e. mutually exclusive erosion and deposition model). Although the mutually 
exclusive erosion and deposition model has been successful in many laboratory and field studies 
(e.g. Dahl et al. 2018) the approach has several issues. Sanford and Halka (1993) found that the 
mutually exclusive model fails to reproduce field measurements in Chesapeake Bay, USA. 
Sanford and Halka also presented a summary of field observations with similar behavior. 
Winterwerp (2003) found that the laboratory experiments of Krone (1962) can be reproduced 
using a continuous deposition model (i.e. DP  = 1) and a stochastic erosion model. Even if a 

minimum shear for settling is considered physically reasonable for free settling cohesive 
particles, it is not reasonable for flocs which can have settling velocities as high as noncohesive 
particles. In addition, erosion without deposition represents an equilibrium concentration that is 
infinite, which is not physically reasonable. The critical shear for deposition could be made a 
function of the fall velocity but formulations for this do not exist. Winterwerp and van Kesteren 
(2004) concluded that the probability of deposition in fact does not exist and that for engineering 
applications the continuous deposition model should be utilized. In fact, many newer sediment 
studies have shown that cohesive sediment erosion and deposition occur simultaneously. For 
these reasons, HEC-RAS 2D the probability of deposition is set to 1 representing a continuous 
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deposition model. This also simplifies the model calibration because there is no need to specify 
and calibrate a critical shear stress for deposition.  

 

2.12 Load Correction Factor 

2.12.1 Total-load Correction Factor 

The total-load correction advection coefficient, tk , accounts for the vertical distribution of the 

suspended sediment concentration and velocity profiles and the generally slower bed-load 
velocity compared to the depth-averaged current velocity (see figure below) (Wu 2007).  
 

 

 
Figure 2-9. Schematic of sediment and current velocity profiles.  

 
The total-load correction factor is given by  

 
1

/ (1 ) /tk
sk sk sk skr r


 


 

 (2-58) 

where  
 skr = fraction of suspended-load [-] 

 sk = suspended-load correction factor [-] 

 bk  = bed-load correction factor [-] 

It is noted that the sediment transport is assumed to be in the same direction as the flow. 
Therefore, the influence of the bed-slope on the bedload is not included here. This effect is 
included separately in the model as an additional term in the bed-change equation. The user is 
given several options on how to compute the total-load correction factor including specifying a 
constant or computing it from the bed- and suspended-load correction factors which also may be 
computed with one of several methods or specified as a constant.  
 

2.12.2 Suspended-load Correction Factor 
The suspended-load correction factor is defined as the ration between the vertically integrated 
suspended-load transport and the transport computed as the simple product of the current 
velocity times the averaged sediment concentration:  
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h

k

sk
k

uc dz

UC
    (2-59) 

For fine cohesive sediments, sk  is close to unity while for coarse sediments it is typically 

between 0.5 and 0.7. There are several options available for computing the suspended-load 
correction factor. The simplest is a user-specified constant. Two additional options are based on 
assuming vertical profiles for the current velocity and sediment concentration profiles. By 
assuming logarithmic current velocity and exponential suspended sediment concentration 
profiles, an explicit expression for the suspended-load correction factor can be obtained as 
(Sánchez and Wu 2011b)  
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 (2-60) 

where  
 /k sk vkh    [-] 

 /A a h  [-] 
 0 /Z z h  [-]  

u  = stream-wise current velocity [L/T] 
 sk  = sediment settling velocity for size class k L/T] 

 vk  = vertical mixing (diffusivity) coefficient [L2/T] 

 a  = reference height for the suspended load equal to the thickness of bed-load layer [L] 
 az  = apparent roughness length [L] 

 1E ( )
t

x

e
x dt

t


   = exponential integral  

The equation can be further simplified by assuming that the reference height is proportional to 
the roughness height (e.g. 030a z  ), so that  ,sk sk kZ   . Figure 3.4 shows a comparison of 

the suspended-load correction factor based on the logarithmic velocity with exponential and 
Rouse suspended sediment concentration profiles. 
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Figure 2-10. Suspended-load correction factors based on the logarithmic velocity profile and (a) 
exponential and (b) Rouse suspended sediment profiles. The Rouse parameter is */ ( )sr u  . 

 

2.12.3 Bed-load Correction Factor 
The bed-load advection coefficient is defined as the ration between the bed-load velocity and the 
depth-averaged current velocity: 

 bk
bk

u

U
   (2-61) 

where  
 bku  = bed-load velocity [L/T] 

 U  = depth-averaged current velocity [L/T] 

The bed-load correction factor may be specified as a constant or computed with one of several 
bed-load velocity formulas (presented in the following section).  
 
 

2.13 Bed-load Velocity 
The bed-load velocity is the average particle velocity during transport. It is not the average 
velocity of the bed-load material, which is what is typically measured in a tracer studies or 
mobile bed laboratory experiments. The bed-load velocity different formulations available are 
plotted in the figure below and described in the following sub sections. In general, the 
formulations produce similar results except for the Julien and Bounvilay (2013) formulation 
which does not have a critical threshold for bed-load transport.  
 

(a) (b) 
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Figure 2-11. Comparison of bed-load velocity functions.  
 
 

2.13.1 Phillips and Sutherland 
Phillips and Sutherland (1989) proposed the following formula for the bed-load velocity 
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 (2-62) 

where 

b  = grain-related bed shear stress [M/L/T2] 

crk  = critical bed shear stress for the kth size class [M/L/T2] 

w  = water density [M/L3] 

n  = grain-related Manning’s roughness coefficient [T/L1/3] 

 

2.13.2 van Rijn 

The van Rijn (1984a) formula for computing the bed load velocity ( bku ) is given by 
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 (2-63) 

where 
/ 1k sk wR     = submerged specific gravity for the kth grain class [-] 

sk  = particle density for the kth grain class [M/L3] 

w  = water density [M/L3] 

g  = gravitational constant (~9.81 m/s2) [L/T2] 
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kd  = characteristic grain diameter for the kth size class [L] 

b  = grain-related bed shear stress [M/L/T2] 

crk  = critical bed shear stress for the kth size class [M/L/T2].  

 
The van Rijn (1984a) formula is based on laboratory experiments of Fernandez Luque (1974; 
1976).  
 

2.13.3 van Rijn-Wu 
Wu et al. (2006) recalibrated the coefficients of the van Rijn (1984a) formula as  
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 (2-64) 

where 
/ 1k sk wR     = submerged specific gravity for the kth grain class [-] 

sk  = particle density for the kth grain class [M/L3] 

w  = water density [M/L3] 

g  = gravitational constant (~9.81 m/s2) [L/T2]  

kd  = characteristic grain diameter for the kth size class [L]  

b  = grain-related bed shear stress [M/L/T2] 

crk  = critical bed shear stress for the kth size class [M/L/T2] 

 
The Wu et al. (2006) formula produces similar bed-load velocities as the van Rijn (1984a) 
formula for low shear stresses but significantly lower bed-load velocities for high shear stresses 
where the van Rijn (1984a) departs from the other bed-load velocity formulations.  
 
 

2.14 Fraction of Suspended Sediments and Transport 
Mode Parameter 
The fraction of suspended sediments is defined as: 

 sk
sk

tk

q
r

q
  (2-65) 

where 
 skr  = fraction of suspended sediments [-] 

 skq  = suspended-load transport rate [M/L/T] 

 tkq  = total-load transport rate [M/L/T] 

The fraction of suspended sediments is needed in the total-load transport model in order to 
separate the contributions from bed- and suspend-load to various parameters including the 
horizontal mixing coefficient and advection coefficients. The parameter is needed in order to 
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close the system of equations. The fraction of suspended sediments is approximated by the 
transport mode parameter which is the ration of the suspended-load to total-load transport 
potential rates: 

 
*

*
sk

sk sk
tk

q
r f

q
   (2-66) 

where 
 skf  = transport mode parameter [-] 

 *
skq  = suspended-load transport potential rate [M/L/T] 

 *
tkq  = total-load transport potential rate [M/L/T] 

There methods available to estimate the transport mode parameter:  

1. Transport capacity method (Wu 2007)  
2. Rouse parameter method of Greimann et al. (2008) 
3. van Rijn (1984) 
4. Jones and Lick (2001) 

 

 
 

Figure 2-12. Representative transport mode parameter curves as a function of the Rouse number 
d  = 1 mm, w  = 1000 kg/m3, s  = 2650 kg/m3, d  = 1 mm. 

 
 

2.14.1 Transport Capacity Method 
This is the simplest and preferred method.  

 
*

*
sk

sk
tk

q
f

q
  (2-67) 
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The default option is the transport capacity method. If the total-load transport capacity formula 
may be written in terms of bed and suspended capacities, the transport capacity method is 
utilized. This is the most consistent approach with the transport formulas. However, if the 
transport formula is a bed-material formula such as the Laursen formula, another approach must 
be used.  
 

2.14.2 Greimann et al. 
The transport mode parameter proposed by Greimann et al. (2008) is as follows  

  min 1, 2.5 exp( )sk kf r   (2-68) 

where 
 */ ( )k skr u   = Rouse parameter [-] 

 sk = sediment settling velocity [L/T] 

 *u = bed shear velocity [L/T] 

 

2.14.3 van Rijn 
An alternative formulation for estimating the fraction of suspended sediments was given by van 
Rijn (1984) 

 *0.25 0.325ln( / )sk skf u    (2-69) 

where 
 sk = sediment settling velocity [L/T] 

 *u = bed shear velocity [L/T] 

 

2.14.4 Jones and Lick 
Jones and Lick (2001) developed the following formula for the transport mode parameter 

 

 
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 (2-70) 

where 
 sk = sediment settling velocity [L/T] 

 *u = bed shear velocity [L/T] 
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2.15 Vertical Diffusion Coefficient 
The vertical diffusion coefficient is required for determining the suspended-load correction 
factor. The vertical sediment diffusion coefficient is assumed to be related to the turbulent eddy 
viscosity as 

 tv
vk

sk




  (2-71) 

where 
 vk  = vertical sediment diffusion coefficient (diffusivity) [L2/T] 

tv  = vertical turbulent eddy viscosity (diffusivity) [L2/T] 

sk  = Schmidt number [-] 

 
The vertical turbulent eddy viscosity is computed as  

 *tv Mvc u h   (2-72) 

where  

Mvc  = empirical coefficient ( / 6 ) [-] 

*u  = total bed shear velocity [L/T] 

h  =water depth [L] 

 

2.16 Horizontal Diffusion Coefficients 

2.16.1 Total-load Horizontal Diffusion Coefficient 
The total-load horizontal mixing/diffusion coefficient is determined as  

 (1 ) for 1,...,tk sk sk sk bkr r k N       (2-73) 

where  
 skr  = fraction of suspended-load [-] 

sk  = suspended-load mixing coefficient [L2/T] 

 bk  = bed-load mixing coefficient [L2/T] 

The calculation of the suspended- and bed-load mixing coefficients is described below.  
 
 

2.16.2 Suspended-load Horizontal Diffusion Coefficient 

The suspended-load horizontal mixing coefficient ( sk ) represents the effects of turbulent 

diffusion. The horizontal sediment mixing coefficient is assumed to be related to the turbulent 
eddy viscosity as  

 for 1,...,t
sk

sk

k N



   (2-74) 
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where  

sk  =Schmidt number for kth grain class [-] 

t  = turbulent eddy viscosity [L2/T] 

If a turbulent eddy viscosity is not available either because the flow model solves a Diffusion 
Wave equation or simply because it was ignored in the flow model, then it may be calculated as  

 *t Mc u h   (2-75) 

where  

Mc  = empirical coefficient ( 0.5 6Mc   ) [-] 

*u  = bed shear velocity [L/T] 

h  = water depth [L] 

It is noted that the horizontal and vertical sediment mixing coefficients have similar formulations 
but generally the horizontal coefficient will be much larger.  
 

2.16.3 Bed-load Horizontal Diffusion Coefficient 

The bed-load horizontal diffusion coefficient ( bk ) represents the sediment mixing due to 

spatially and temporally varying bed-load velocities. The following formula is proposed for the 
bed-load horizontal diffusion coefficient.  

 *bk B kc u d   (2-76) 

where  

Bc  = empirical coefficient ( 5Bc  ) [-] 

*u  = bed shear velocity [L/T] 

kd  = grain size diameter [L] 

The bed-load horizontal mixing coefficient is much smaller than the suspended-load mixing 
coefficient. In addition, the dispersion produced by the mixing in the bed is usually much more 
significant than horizontal bed-load diffusion. Therefore, the bed-load diffusion coefficient can 
usually be ignored.  
 
 

2.17 Schmidt Number 
The Schmidt number is calculated using the van Rijn (1984b) formula which is based on 
measurements from Coleman (1981)  

 

2

* *

1
1 2 for 0.1 1sk sk

sk u u

 


 
    

 
 (2-77) 

where 
 sk  = sediment settling velocity for kth grain class [L/T] 
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 *u  = total bed shear velocity [L/T] 

The applying the above equation the values of */sk u  values are limited to the range indicated 

above.  
 

2.18 Adaptation Parameters 

2.18.1 Total-Load Adaptation Length  
There are several options to calculate the total-load adaptation length. The simplest option is to 
utilize a constant adaptation length calibrate the parameter using field measurements. Experience 
has shown that for most field applications, this approach is sufficient. However, several other 
methods are available with varying degrees of complexity. The total-load adaptation length may 
also be determined. 
 
The advection coefficient considers several processes which affect the velocity and direction of 
the sediment transport including the vertically non-uniform distribution of the horizontal current 
velocity and sediment concentration profiles and bed-slope effects.  
 
There are four methods for calculating the total load adaptation coefficient in HEC-RAS: 

1. Constant adaptation length 
2. Weighted average of bed- and suspended-load adaptation lengths 

 
In the case that a constant adaptation length is specified, the total-load adaptation coefficient is 
computed as  

 t
t s

hU

L



  (2-78) 

where 
h  = water depth [L] 
U  = current velocity [L/T] 

tL  = total-load adaptation length [L] 

s  = sediment fall velocity [L/T] 

 
The fall velocity is equal to the transport grain size, for single size sediment transport, or the 
median grain size, in the case of multiple-sized sediment transport.  
A more realistic approach to use a transport weighted average of the bed- and suspended-load 
adaptation lengths (Wu 2007) 

 (1 )t s s b
s s

hU
L r r L

 
    (2-79) 

where s  is the suspended-load adaptation coefficient, bL  is the bed load adaptation length, and 

sr  is the fraction of suspended load of the total load. The methods for determining bL  and s  

are described in subsequent sections.  
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2.18.2 Bed-load Adaptation Length 
There are two options for the bed-load adaptation length. The first is for the user to specify a 
constant value. There are two methods for calculating the total load adaptation coefficient in 
HEC-RAS: 

1. Constant bed-load length 
2. Depth-dependent method 

 
In the case of the depth-dependent method, the adaptation length is computed as 

 b bLL f h  (2-80) 

where 
 bLf  = depth-dependent factor approximately between 5 to 10 [-] 

 h  = water depth [L] 
 

2.18.3 Suspended-load Adaptation Coefficient 
There are three options for computing the suspended-load adaptation coefficient: 

1. Constant coefficient 
2. Zhou and Lin (1998) 
3. Armanini and Di’Silvio 

 
The figure below shows two examples of the two formulations for the suspended-load adaptation 
coefficient.  
 

 
 

Figure 2-13. Suspended-load adaptation (adjustment) coefficient. 
 
In the case of the Zhou and Lin (1998) formulation, the adaptation coefficient is computed by 
solving a 2DV advection-diffusion equation of suspended load with constant diffusivity and 
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uniform flow. A concentration bottom boundary condition is specified for the erosion case, and a 
gradient boundary condition for the deposition case. The analytical solution is given by 

 
2
1

4s

R

R

    (2-81) 

where 
 *6 / ( )sR u   = suspension parameter [-] 

 1  = first positive root of the following equations: 

tan( ) / for erosion

2cot( ) 2 / 2 for deposition

R

R

 
 
 
 

 

 
A plot of the suspended-load adaptation coefficient following Zhou and Lin (1998) is shown in 
the figure below. The adaptation coefficients for erosion and deposition can be very different, 
especially for low suspension parameter values. In practice, a weighted average of the erosion 
and deposition values is used in order to avoid stability issues. It is also noted that the adaptation 
coefficient of Zhou and Lin (1998) is always greater than 1.  
 
Armanini and Di’Silvio (1986) proposed the following formula for the adaptation coefficient 

 
1/6

*

1
1 exp 1.5 s

s

a a a

h h h u




           
     

 (2-82) 

where 

s  = sediment particle settling velocity [L/T] 

033a z  = thickness of the bottom layer [L] 

0z  = roughness length [L] 

*u  = total bed shear velocity [L/T] 

h  = water depth [L] 
 
 

2.19 Bed Sorting and Layering 
Bed sorting is the process in which the bed material changes size composition (fraction of each 
grain size class). The bed is discretized into multiple layers to consider the heterogeneity of bed 
material size composition along the bed depth (see figure below). The fraction of each grain class 
is calculated and stored in each layer. The sorting of sediments is calculated with the active or 
mixing layer concept (Hirano 1971; Karim and Kennedy 1982; Wu 1991; Wu 2004). The active 
layer is the top layer of the bed which exchanges directly with the sediment moving in the water 
column. In other words, only the sediment in the mixing layer exchanges with the moving 
sediment in the water column; whereas, the sediment in the subsurface layers below the active 
layer does not directly exchange or contact with the moving sediment.  
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Figure 2-14. Multiple bed-layer model of bed material sorting (Wu 2007).  

 
There exist several multiple bed layer models in literature (e.g. Spasojevic and Holly 1993; Wu 
1991; Lin 2010; Brown 2012; Lai 2020; Wu 2004). Here a new approach is developed based on 
the work of Wu (1991) and modified for variable bed and grain densities. The bed sorting and 
layering model solves for fractional sediment mass concentrations in each layer defined as 

 jk jk djm f   (2-83) 

where  

jkm  = fractional mass concentration in layer j and grain class k [M/L3] 

jkf  = grain class fraction by weight in layer j and grain class k [-] 

dj  = dry bulk density of layer j [M/L3] 

 
It is straightforward to see that the sum of the fractional mass concentrations is equal to the dry 
bulk density 

 dj jk
k

m   (2-84) 

The fractional mass concentrations, jkm , are analogous to the total-load fractional mass 

concentrations, tkC , solved with the transport equation. With the above definitions, the equations 

describing the bed layer thickness, porosity, and gradation of the first and second layers are 
given by 

  1 1,90 90max ,0.5f d    (2-85) 
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where 

1  = first layer thickness [L] 

2  = second layer thickness [L] 

1,90f  = user-specified active layer scaling factor (typically 1 to 10) [-] 

90d  = 90th percentile diameter [L] 

 = bedform height [L] 

bz  = bed elevation with respect to the vertical datum [L] 

sk  = grain density [M/L3] 

b  = porosity of the eroded and deposited material [-] 

1 1 1k k dm f   = fractional mass concentration in the first (active) layer [M/L3] 

2 2 2ki k dm f   = fractional mass concentration in the in second layer [M/L3] 

1 1
*

2 1

for ( ) / 0

for ( ) / 0
k b

k
k b

m z t
m

m z t




   
     

 [M/L3] 

b  = porosity of eroded and deposited (exchange) material [-] 

 
The approach allows for variable bed density and grain density and is also computationally 
efficient. For the case when the bed porosity and grain density are constant, the above equations 
reduce to the equations proposed by Wu (2004). It is noted that there is no material exchanged 
between the sediment layers below the second layer. Solving for the fractional mass 
concentrations in each bed layer is more convenient than solving for volumes because the total 
volume of a bed layer is not conserved while the total mass is conserved. In addition, the sum of 
the fractional mass concentrations directly produces the dry bulk density which is utilized for 
computations such as consolidation.  
 

2.20 Porosity 
The treatment of the porosity in HEC-RAS 2D sediment is different from that of HEC-RAS 1D. 
The dry bulk density is treated whenever possible as bulk property of sediment mixtures and 
there is not a one-to-one relationship between grain fractions and porosity. The temporal 
variation of the bed density is computed by solving for the fractional mass concentrations in each 
bed layer (analogous to sediment concentrations in the water column). The dry bulk density is 
the sum of the fractional mass concentrations. During this computation it is necessary to 
calculate the porosity of newly deposited sediments. Newly deposited sediments are mixed in the 
active layer with existing sediments to calculate the evolution of the active layer dry bulk 
density. The dry bulk density calculation is different for cohesive, noncohesive, and mixed 
cohesive/noncohesive sediments as outlined in the sections below. In addition, if the dry bulk 
density of the initial bed is not specified the same methods are applied to compute the initial bed. 
Therefore, the methods described below apply to both the initial bed and freshly deposited 
sediments.  
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2.20.1 Noncohesive Sediments 
There are two methods in for estimating the dry bulk density of graded noncohesive sediments 
(i.e. sands and larger): 

1. Colby: User-defined noncohesive grain-class dry densities and the Colby (1963) 
formula 

2. Wooster: User-defined particle density, the empirical porosity formula of Wooster 
et al. (2008) and the Colby (1963) formula 

 
The Colby (1963) formula is utilized when the user-specifies grain-class porosities, dry bulk 
densities, or dry unit weights, while the Wooster et al. (2008) formula is applied when these are 
left empty.  
 

 Colby 
The simplest option to compute the noncohesive porosity the Colby (1963) formula 

 
ˆ ˆ

for noncohesive
1 1

n k

kn k

f f
k

 
 

   (2-89) 

where 
 n  = porosity of noncohesive deposited sediments [-] 

ˆ ˆ for noncohesiven k
k

f f k   = noncohesive fraction by volume [-] 

ˆ
kf  = grain class fraction (by volume) of deposited sediments [-] 

k  = user-specified porosity of grain class k [-] 

 
It is noted that the grain class fractions above are represent the fractions by volume. This is 
necessary for simulating sediments with variable grain densities.  
 

 Wooster 
There several formulas in literature for estimating the bed porosity of natural sands and gravels 
(e.g. Carling and Reader 1982; Wu and Wang 2006; Wooster et al. 2008). Rogers and Head 
(1961) who found that the bed porosity is mainly controlled by the sediment sorting and particle 
shape and presented several graphical curves. Frings et al. (2011) compared several formulas 
from literature to fluvial sand-gravel deposits and found that the best predictors for the sediment 
porosity were those methods which utilized the information on the entire grain size distribution 
such as the Wooster et al. (2008) formula given by  

 0.6590.621n gn    (2-90) 

where n  and gn  are the porosity and geometric standard deviation of the deposited material, 

respectively. Although Wooster et al. (2008) developed their formula based on 32 laboratory 
samples with unimodal sediments packed by hand, they recommend the applicability of the 
formula to naturally packed sediment deposits or deposits with bimodal distributions.  
 



 Chapter 2 – Model Description RD-?? 

48 

 
 

Figure 2-15. Porosity as a function of geometric standard deviation from Wooster et al. (2008).  
 
The geometric standard deviation of the noncohesive transported material is  

 21
exp (ln ln ) for noncohesivegn k k gn

kn

f d d k
f

     (2-91) 

where 

kf  = grain class fractions by weight [-] 

kd  = characteristic grain diameter for grain class k [L] 

for noncohesiven k
k

f f k   

 gnd  = geometric mean of the noncohesive material [L] 

The geometric mean of the transported material is 

 
1

exp ln for noncohesivegn k k
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d f d k
f

 
  

 
  (2-92) 

 

2.20.2 Cohesive Sediments  
For fine sediments, the filling may be assumed to be negligible and following formula is used by 
Colby (1963)  

 
ˆ ˆ

for cohesive
1 1

c k

kc k

f f
k

 
 

   (2-93) 

where  
 c = porosity of cohesive sediments [-] 

kf = grain class fraction by volume [-] 

k = user-specified porosity corresponding to each grain class [-] 
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2.20.3 Mixed Cohesive and Noncohesive Sediments 
For mixed cohesive and noncohesive sediments the porosity of deposited sediments may be 
calculated assuming a bimodal mixture consisting of a cohesive and non-cohesive sediments 
with fractions ˆ

cf  and ˆ
nf  respectively. By definition ˆ ˆ 1n cf f  . The porosity for the deposited 

mixture is calculated as (Han et al. 1981; Wu and Li 2017) 

 
ˆ ˆ1 ˆ(1 )

1 1 1
n c

n
n c

f f
B f B

  
   

  
 (2-94) 

where  
B  = filling or packing parameter [-] 
ˆ ˆ for noncohesiven k

k

f f k   = fraction by volume of noncohesive sediments [-] 

ˆ ˆ for cohesivec k
k

f f k   = fraction by volume of cohesive sediments [-] 

n  = porosity of non-cohesive sediments [M/L3] 

c  = porosity of cohesive sediments [M/L3] 

 
The packing parameter is calculated following Wu et al. (2017) as 
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 (2-95) 

where  
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0.1124 n

c

d
n

d
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1ˆ ˆ for cohesivec c k kd f f d k   = characteristic grain size for cohesive transported 

sediments [L] 
1ˆ ˆ for noncohesiven n k kd f f d k   = characteristic grain size for noncohesive 

transported sediments [L] 
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ˆ
cf  = fraction by volume of cohesive sediments [-] 

 ˆ
nf  = fraction by volume of noncohesive sediments [-] 

maxB  = maximum filling parameter (approximately 0.9) [-] 

As an example of the Wu and Li (2017) method, the figure below shows the dry bulk density and 
porosity of a bimodal sediment mixture. The porosity of fines and noncohesives are 0.61 and 0.4, 
respectively. The grain density is 2650 kg/m3. The plots show how the porosity first decreases as 
the fraction of fines increases to a minimum value at around 30% fines, and then increases 
afterwards.  
 

 
 

Figure 2-16. Example variation of dry bulk density (left) and porosity (right) for a bimodal 
sediment mixture of fines and sand.  

 
 

2.21 Subsidence 
Subsidence is the lowering of the Earth’s surface due to aquifer-system compaction, drainage of 
organic soils, underground mining, primary and secondary compaction, hydrocompaction, etc., 
which occur below the upper sediments. It is therefore assumed that subsidence does not affect 
the dry bulk density of the upper sediments and only modifies the elevation of the bed surface 
and layers. The change in elevation due to subsidence is specified as user-defined subsidence 
rate (i.e. velocity).  
 

2.22 Consolidation 
Consolidation is the process of the compaction through the expulsion or pore water resulting in 
an increase in bed dry bulk density and bed material strength. The consolidation process in the 
upper sediment layer is modelled in order to calculate the compaction, increase in dry bulk 
density, and shallow subsidence. The mass continuity equation for the surface sediment layer is 
given by  

 
0

0
bz

dz
dz

t



   (2-96) 

where  
 t  = time [T] 



RD-?? Chapter 2 – Model Description 

51 

d  = dry bulk density [M/L3] 

0z  = bottom of surface sediment layer [L] 

bz  = bed surface elevation [L] 

 z  = vertical coordinate [L] 

Consolidation is computed utilizing a user-specified curve of dry bulk density as a function of 
time 

 ( )d f t   (2-97) 

where  

d  = dry bulk density [M/L3] 

f  = consolidation function  
t  = time [T] 

 
The approach therefore ignores variables such as self-weight, bed composition, water 
temperature, etc. Although simplistic the approach captures the general behavior of consolidation 
and is easy to specify. During the model simulation, the bed dry bulk density is used to estimate 
a corresponding time, then the time is advanced by a computational time step, and the curve is 
again used to compute a new dry bulk density. If the bed dry bulk density is higher than the 
largest value on the curve, then no consolidation occurs.  
 

2.23 Particle Settling Velocity 
For non-cohesive sediments, the sediment particles settle as individual particles and the sediment 
fall velocity may be determined utilizing the grain size particle. The settling velocity formulas 
which consider the particle shape are the Dietrich (1982) and Wu and Wang (2006). The Dietrich 
(1982) formula is the only one which considers the particle roundness. Of the particle settling 
velocity formulas available in HEC-RAS, the Rubey (1933) and Toffaleti (1968) produce the 
slowest and fastest velocities for particle sizes larger than 0.5 mm, respectively. The van Rijn 
(1993) formula has a discontinuity at a particle size of 1 mm.  
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Figure 2-17. Sediment particle fall velocity formulas (assuming a water temperature is 13ºC, 
Corey shape factor of 0.7, specific gravity of 2.65, and a Power’s roundness index of 3.5). 

 
 

2.23.1 Dietrich 
Dietrich (1982) proposed the following formula to estimate the sediment settling velocity of 
noncohesive particles 
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where 
/ 1s wR     = Submerged specific gravity [-] 
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g  = gravitational constant (~9.81 m/s2) [L/T2] 
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  = kinematic viscosity [L2/T] 

FS  = Corey (1949) shape factor (typically 0.6 - 0.7) [-] 

P  = Powers (1953) roundness index (typically 3.5) [-] (see also Folk 1955)  
 
It is noted that in the Dietrich formula, the non-dimensional grain size is defined slightly 
differently from the other formulas. Of all the formulas available in HEC-RAS, the Dietrich 
formula is the only formula to consider the particle roundness by means of the Powers roundness 
index. The formula also considers the particle shape through the Corey shape factor.  
 

2.23.2 Rubey 
Rubey (1933) developed an analytical formula for the sediment fall velocity based on the 
sediment and fluid properties utilizing Stoke’s law for fine particles and an impact formula for 
large particles. The formula is given by 

 1sd F Rgd   (2-99) 

in which 

 
2 2

1 3 3

2 36 36

3
F

Rgd Rgd

 
    (2-100) 

and  
  = kinematic viscosity [L2/T] 
g  = gravitational constant (~9.81 m/s2) [L/T2] 

d  = grain size diameter [L]  
/ 1s wR     = submerged specific gravity [-] 

s  = particle density [M/L3] 

w  = water density [M/L3] 

 
The parameter 1F  has an upper limit of 0.79 which corresponds to particles larger than 1 mm 

settling in water with temperatures between 10 and 25ºC. The Rubey formula is one of the 
earliest sediment fall velocity formulas developed. However, it tends to significant under-predict 
the fall velocity for sediments courser than fine sand.  
 

2.23.3 Soulsby  
Soulsby (1997) proposed a sediment settling velocity formula for non-cohesive sediments which 
includes the effects of grain size and density, water viscosity, and sediment concentration 

  1/22 3
*10.36 1.049 10.36sd d

d

      
 (2-101) 

where  
  = kinematic viscosity [L2/T] 
d  = grain size diameter [L]  

 1/3 2/3
*d d Rg    = nondimensional grain size [-] 
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/ 1s wR     = submerged specific gravity [-] 

s  = particle density [M/L3] 

w  = water density [M/L3] 

g  = gravitational constant (~9.81 m/s2) [L/T2] 
 
 

2.23.4 Toffaleti 
Toffaleti (1968) presented a table of fall velocities with a shape factor of 0.9 and a specific 
gravity of 2.65. Different fall velocities are given for a range of temperatures and grain sizes. 
These are presented in the table below. Sediment fall velocities are linearly interpolated from the 
values in the table below.  
 

Table 2-8. Sediment fall velocities from Toffaleti (1968). 
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2.23.5 Van Rijn 
Van Rijn (1993) proposed the following sediment fall velocity  
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 (2-102) 

where 
  = kinematic viscosity [L2/T] 
d  = grain size [L]  

 1/3 2/3
*d d Rg    = dimensionless grain size [-] 

/ 1s wR     = submerged specific gravity [-] 

s  = particle density [M/L3] 

w  = water density [M/L3] 

g  = gravitational constant (~9.81 m/s2) [L/T2] 
 
 

2.23.6 Wu and Wang 
Wu and Wang (2006) proposed a formula for the sediment fall velocity which includes the 
particle shape: 
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where 
  = kinematic viscosity [L2/T] 
d  = grain size [L]  
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 = nondimensional grain size [-] 

/ 1s wR     = submerged specific gravity [-] 

s  = particle density [M/L3] 

w  = water density [M/L3] 

g  = gravitational constant (~9.81 m/s2) [L/T2] 
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FS  = Corey shape factor [-] (Corey 1949) 

 

Wu and Wang (2006) calibrated the coefficients to the natural sediment settling data from 
various authors with shape factors varying from 0.3 to 1.0 and a wide range of Reynolds 
numbers. The Wu and Wang (2006) fall velocity may be seen as a general form of the Rubey 
(1933), Zhang (1961), and Cheng (1997) with different values for the coefficients M , N, and n  

 

2.24 Hindered Settling 
When the sediment concentration is high (approximately larger than 3,000 mg/l), the settling of 
particles is reduced due to return flow, particle collisions, increased mixture viscosity, increased 
buoyancy, and wake formation. This process is referred to as hindered settling. Of the sediment 
particle settling velocities presented above, only the Soulsby (1997) formula considers this 
process. When using other particle settling velocities hindered settling is considered using a 
modified form of Richardson and Zaki (1952) 

  
0

1
nsd

tV
sd

C



   (2-104) 

where 
 sd  = sediment particle settling velocity for turbid water [L/T] 

 0sd  = sediment particle settling velocity for clear water [L/T] 

 tVC  = total sediment concentration by volume [-] 

 n  = empirical exponent [-] 

The empirical coefficient n  ranges between 3.75 to 4.45 for medium to fine sands 
(approximately 4.0 for normal flow conditions and particles in the range of 0.05 to 0.5mm). The 
above formulation differs from Richardson and Zaki (1952) in the inclusion of the maximum 
suspended sediment concentration which may be set to the bed dry bulk density. This is 
physically correct since the particle velocity should become zero when the concentration is equal 
to the bed dry bulk density. The empirical exponent that varies from is a function of the particle 
Reynolds number but is set to user-defined constant here for simplicity.  
 

2.25 Fall Velocity of Cohesives 
Cohesive particles may settle in the form of particles, flocs and/or aggregates. Generally, 
flocculation is negligible for sediment particles larger than 0.03 mm (see Migniot 1968). The 
flocculation of particles is affected by the sediment size and concentration, water salinity, 
temperature, and turbulence intensity, and among others. The settling velocity of flocs can be 
several orders of magnitude larger than that of the dispersed sediment particles it is important to 
consider the sediment velocity of flocs. However, the flocculation process is very complicated as 
it is a function of the sediment concentration, particle sizes, turbulence, water temperature, 
salinity, pH, etc. At present, the Hwang (1989) floc settling velocity formulation is implemented 
as well as a user-specified concentration versus settling curve. These two methods compute the 
floc settling velocity as a function of concentration. It is also important to mention that there are 



RD-?? Chapter 2 – Model Description 

57 

a wide range of settling velocities for a given concentration, and the settling velocity utilized 
represents an average settling velocity of all the particles and flocs for a given concentration. The 
floc settling velocity is corrected for water temperature by assuming the fall velocities are 
inversely proportional to the dynamic viscosity (see Wu 2007). Other factors such as salinity and 
turbulence are presently not accounted for the floc settling velocities. Currently, the settling 
velocity of aggregates is not considered. The only way aggregates can be modeled currently is by 
assuming they are conservative particles which are not created or destroyed and computing their 
settling velocity utilizing one of the particle settling velocity formulas described above.  
 

2.25.1 Hwang  
The Hwang (1989) floc settling formula is based on Wolanski et al. (1989) may be written as 
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3 3
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


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 

   
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 (2-105) 

where 
 sf  = median floc settling velocity [m/s] 

sk  = dispersed particle settling velocity [m/s] 

3s  = settling velocity corresponding to 3C  [m/s] 

 C  = suspended sediment concentration [kg/m3] 
 1C  = free settling upper concentration limit (~0.1 – 0.3) [kg/m3] 

 2C = flocculation settling upper concentration limit (~4 kg/m3) [kg/m3] 

3C = hindered settling upper concentration limit (~75 kg/m3) [kg/m3] 

 a  = empirical coefficient between 0.01 and 0.23 [m/s] 
 b  = empirical coefficient between 1.3 and 25.0 [kg/m3] 
 m = empirical exponent between 1.0 and 2.8  
 n  = empirical exponent between 0.4 and 2.8 

A representative settling velocity curve for a silt particle as a function of total sediment 
concentration is shown in the figure below. The settling velocity has four distinct zones. At low 
concentrations, flocculation is negligible, and particles settle freely. At a certain concentration, 

1C , flocculation settling occurs and the settling velocity increases with sediment concentration 

as more and more flocs are formed. At a certain concentration, 2C , the setting velocity reaches a 

maximum value and begins to decrease as the concentration decreases due to hindered settling.  
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Figure 2-18. Flow settling velocity following Hwang (1989). 
 
 

2.25.2 User-Defined Table 
The simplest option for specifying the settling velocity of cohesives is a user-defined curve. 
Below is an example of the fall velocity for cohesives as a function of the sediment 
concentration. If the concentration goes beyond the curve, then the nearest point is utilized. The 
settling velocity is interpolated in log-space.  
 

 
 

Figure 2-19. Example user-specified floc settling velocity curve (green dashed line with circle 
markers), grain-settling velocity (dashed red line) computed settling velocity as a function of 

concentration (black solid line).  
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When the settling velocities are less than the particle velocities and the concentration is less that 
the concentration corresponding to the maximum settling velocity, the settling velocity is set to 
the particle velocity.  
 

2.25.3 Temperature Correction 
The floc settling velocity obtained from the Hwang or user-defined curve are assumed to be at a 
water temperature 55.4ºF. If the water temperature is changes, the floc settling velocity from the 
Hwang and user-defined curves is corrected as the ratio (Wu 2007) 

 , ,

, ,

sf T w R

sf R w T

 
 

  (2-106) 

where ,w R  and ,w T  are the dynamic viscosities at the reference and actual water temperatures 

respectively. Similarly ,sf R  and ,sf T  are the floc settling velocities at the reference and actual 

water temperatures, respectively.  
 
 

2.26 Transport Potential Formulas 
In order to close the system of equations describing the sediment transport, bed change, and bed 
sorting equations, the fractional depth-averaged total-load concentration potential ( *

tkC ) must be 

estimated from an empirical formula. The depth-averaged concentration potential is defined as  

 
*

* tk
tk

q
C

Uh
  (2-107) 

where *
tkq  is the total-load transport potential for the kth sediment size class.  

 

2.26.1 Ackers and White 
The original Ackers and White (1973) was developed for to estimate the total load of uniform 
material. Ackers (1993) subsequently provided an update to the formula empirical coefficients. 
Day (1980) and Proffitt and Sutherland (1983) extended the original Ackers and White (1973) by 
multiplying it by a hiding and exposure correction factor. The fractional total-load transport 
potential is given by  

 * *
tk w tkq ghUX  (2-108) 

where 
 *

tkq  = sediment transport potential [M/L/T] 

w  = water density [M/L3] 

 g  = gravity acceleration [L/T2] 

 h  = water depth [L] 
 U  = depth-averaged current velocity [L/T] 
 *

tkX  = sediment concentration potential by weight  
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The sediment concentration potential is determined from 
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 (2-109) 

where  

grkF  = sediment mobility factor [-] 

* /b wu    = bed shear velocity [M/T] 

 sk  = sediment density [M/L3] 

 *( )kd  = empirical coefficient [-] 

 *( )c c kA A d  = empirical coefficient [-] 

 *( )kn n d  = empirical exponent [-] 

 *( )km m d  = empirical exponent [-] 

The sediment mobility factor is given by 
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where 
 sk  = sediment density [M/L3] 

 w  = water density [M/L3] 

 k  = hiding and exposure correction factor [-] 

b  = bed shear stress [M/L/T2] 

 kd  = sediment diameter [L] 

 
The firs term in the above equation corresponds to the bed-load transport while the second the 
suspended-load transport. The formula is based on the understanding that bed load is attributed 
to the grain shear stress while the suspended load is related to the turbulence intensity. The 
empirical coefficients were revised by Ackers (1993) as  
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  2

10 * 10 * *exp 2.791log ( ) 0.98 log ( ) 3.46 for 60

0.0025 otherwise

k k kd d d     


 (2-114) 

Wu (2007) tested and compared the Ackers-White (AW) formula for graded sediments and 
found that it tends to over predict the transport significantly for fine sediments less than 0.2 mm. 
However, the Ackers-White formula performs very well for uniform sediments. Day (1980) and 
Proffitt and Sutherland (1983) developed hiding and exposure correction factors for the Ackers-
White formula and are available here to the user. It is noted that in AW, hiding and exposure is 
considered through a transport multiplication factor rather than through the sediment mobility.  
 
 

2.26.2 Engelund-Hansen  
The Engelund-Hansen (1967) formula is a total-load transport potential formula based on stream 
power. The formula is most appropriate for environments with uniform sediments and dominated 
by suspended load. The formula has been modified here for multiple grain classes and to include 
a critical shear stress for sediment transport as 

  
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2
* 0.05 for

0 otherwise

k b
k sk b crk
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q gR g d
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 (2-115) 

where 
 *

tkq  = sediment transport capacity [M/L/T] 

b  = bed shear stress [M/L/T2] 

 crk  = critical shear stress [M/L/T2] 

U  = current velocity magnitude [L/T] 
 / 1k sk wR     = submerged specific gravity of a particle [-] 

sk  = sediment density [M/L3] 

 w  = water density [M/L3] 

kd  = grain class diameter [L] 

The suggested applicability of the Engelund-Hansen formula is for 75 25/d d <1.6 and 50d

<0.15 mm. It is noted that the Engelund-Hansen formula does not include a critical threshold for 
transport. England Hansen is the simplest transport equations. Application should be restricted to 
sand systems.  
 
 

2.26.3 Laursen-Copeland 
Laursen (1968) developed a total-load sediment transport formula based on flume experiments 
initially and later expanded it to included data from Arkansas River. Copeland and Thomas. 
(1989) then generalized the equation for gravel transport. One important aspect of the Laursen-
Copeland formula is that it is valid from silts to gravel.  
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where 
 *

tkq  = sediment transport capacity [M//L/T] 

 a  = 0.01 

b   = grain-related Shields number [-] 

crk  = critical Shields number [-] 

 U  = current velocity magnitude [L/T] 
 h  = water depth [L] 

n  = empirical coefficient (default is 1.0) [-] 

 w  = water density [M/L3] 

sk  = sediment particle fall velocity [L/T] 

kd  = grain class diameter [L] 

 
The transport function  * /LC

tk skf u   is approximated by the following regression equation: 
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 (2-117) 

 
Larson (1968) and Copeland (1989) used a critical Shields number of 0.039. In HEC-RAS 2D 
sediment the Shields number may be calculated with another method or be user-specified. In 
addition the coefficient a  and exponent n  may be modified by the user. However, it is 
recommended to calibrate the transport formulas using the transport scaling and mobility factors.  
 
 

2.26.4 Meyer-Peter and Müller 
The Meyer-Peter and Müller (MPM) formula (1948) is a bed-load formula developed from flume 
experiments of sand and gravel under plane bed conditions. It was originally developed for 
uniform sediment beds. HEC-RAS uses the version of MPM from Vanoni (1975), ASCE Manual 
54, the version used in HEC 6. This version includes a form drag correction (the RKR parameter, 
based on the roughness element ratio, 3/2( / )b rk k , computed from the Darcy–Weisbach bed 

fiction factor). The form drag correction isolates grain shear, computing transport based on the 
bed shear component acting only on the particles. The form drag correction should be 
unnecessary in plane-bed conditions, so some versions of MPM exclude it. Wong and Parker 
(2006) demonstrate that using MPM without the form drag correction over-predicts bed load 
transport. 
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where 
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
 = grain-related Shields parameter [-] 

sk  = sediment density [M/L3] 

 w  = water density [M/L3] 

 crk  = critical Shields parameter [-] 

 MA  = empirical coefficient [-] 

 
Meyer-Peter Müller (1948) estimated MA  = 8, ME  = 3/2, and crk  = 0.047. However, Wong and 

Parker (2006) recalibrated the equation and found MA  = 3.97, ME  = 1.6, and crk =0.0495. The 

MPM formula is most applicable to uniform gravel bed and tends to under-predict transport for 
fine sands and silts.  
 

2.26.5 Soulsby-van Rijn 
Soulsby (1997) proposed the following equation for the total load sediment transport rate  
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 (2-120) 

where  
*
bkq  = fractional bed-load sediment transport potential [L2/T] 
*
skq  = fractional suspended-load sediment transport potential [L2/T] 

/ 1k sk wR     = submerged specific gravity of a particle [-] 

sk  = sediment density [M/L3] 

 w  = water density [M/L3] 

U  = effective depth-averaged current velocity [m/s] 

crkU  = critical depth-averaged velocity for incipient motion [m/s] 

The Soulsby-van Rijn formula was developed by calibrating the above equations to the van Rijn 
(1993) sediment transport model. The formulas were originally proposed for well-sorted 
sediments. The formulas have been modified here for nonuniform sediments by replacing the 
median grain size with the grain class diameter and multiplying the critical depth-averaged 
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current velocity with a hiding and exposure correction factor. Here the Wu et al. (2000) hiding 
and exposure correction factor is utilized but in principle others may also be used. van Rijn 
(1984a,b; 2007a,b) computed the critical depth-averaged current velocity using the van Rijn 
formula.  
 

2.26.6 Toffaleti 
Toffaleti (1968) developed a total-load transport formula primarily for sand particles. The 
method splits the water column into three vertical zones as shown in the figure below.  
 

 
 

Figure 2-20. Toffaleti total-load transport zones.  
 
The formula computes the concentration in each of the three zones using a Rouse concentration 
profile. The suspended-load transport potential for each zone is computed analytically assuming 
a current velocity profile. The total-load transport potential is computed as the sum of the three 
suspended-load zones and the bed-load zone. The sediment transport potential formulas are not 
based on excess shear but rather are regression equations based on sediment and water 
properties, and hydraulic variables. The Toffalti formula was originally developed for bulk 
transport but here it is applied to individual grain classes. The Toffaleti formula is usually 
applied at “large” rivers since most of the data used to develop it were from large suspended-load 
dominant rivers. The Toffaleti bed-load transport potential does not perform for gravel size or 
coarse particles. For this reason, the option is available to replace the bed-load transport potential 
in the Toffaleti formula with an estimate from the Meyer-Peter and Muller formula. This formula 
is referred to as the Toffaleti-MPM formula.  
 

2.26.7 Van Rijn 
The van Rijn sediment transport formula are given by (1984a,b; 2007a,b) 
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where  
*
bkq  = fractional bed-load sediment transport potential [L2/T] 
*
skq  = fractional suspended-load sediment transport potential [L2/T] 

/ 1k sk wR     = submerged specific gravity of a particle [-] 

sk  = sediment density [M/L3] 

 w  = water density [M/L3] 

U  = effective depth-averaged current velocity [m/s] 

crkU  = critical depth-averaged velocity for incipient motion [m/s] 

The van Rijn formulas were originally proposed for well-sorted sediments. The formulas have 
been modified here for nonuniform sediments by replacing the median grain size with the grain 
class diameter and multiplying the critical depth-averaged current velocity with a hiding and 
exposure correction factor.  
 
 

2.26.8 Wilcock and Crowe 
Wilcock (2001) and Wilcock and Crowe (2003) developed a surface-based bed-load transport 
equation for graded beds with sand and gravel. The transport potential of the Wilcock and Crowe 
(WC) formula is given by  

 
3 *

* * k
bk

k

u W
q

R g
  (2-123) 

where 
*
bkq  = fractional bed-load sediment transport potential [L2/T] 

*u  = bed shear velocity [L/T] 
*

kW  = transport function [-] 

/ 1k sk wR     = submerged specific gravity of grain class [-] 

sk  = sediment grain density [M/L3] 

 w  = water density [M/L3] 

 g  = gravitational constant [L/T^2] 
 
The transport function is given by 
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where  

,/b r k   = sediment mobility [-] 

b = bed shear stress [-] 

,r k = reference shear stress  

 

2.26.9 Wu et al. 
The bed- and suspended-load transport formula of Wu et al. (2000) are given by 
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where 
*
bkq  = fractional bed-load sediment transport potential [L2/T] 
*
skq  = fractional suspended-load sediment transport potential [L2/T] 

/ 1k sk wR     = submerged specific gravity of a particle [-] 

 sk  = sediment density [M/L3] 

 w  = water density [M/L3] 

b  = bed shear stress [M/L/T2] 

b  = skin bed shear stress [M/L/T2] 

crk  = critical shear stress [M/L/T2] 

 kd  = Sediment diameter [L] 

 
Since the total bed shear stress is equal or larger than the skin bed shear stress, it is possible for 
the original formulation to produce suspended load without bed load. This situation is considered 
unrealistic and is avoided here by adding the additional condition in the above equation.  
 
 

2.26.10  Yang 
Yang (1979; 1984) developed a total sediment transport method based on the regression of 
potential energy dissipation per unit weight of water and the total sediment concentration:  
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where 

*
tkC  = sediment concentration in parts per million (ppm) by weight 

*u  = bed shear velocity [L/T] 

sk  = sediment fall velocity [L/T] 

  = kinematic water viscosity [L2/T] 
U  = depth-averaged current velocity [L/T] 

crkU  = critical depth-averaged current velocity [L/T] 

fS  = friction slope [-] 

 
The Yang (1973) transport equations tend to overestimate transport for very coarse sands and 
there is also a sharp discontinuity between sand and gravel at sd  = 2 mm.  

 
 

2.27 Critical Thresholds for Transport and Erosion 

2.27.1 Noncohesive Sediments 
The critical and reference shear stresses are related to the critical and reference Shields numbers 
by 
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where 
 cr  = critical shear stress for noncohesives [M/L/T2] 

 r  = reference shear stress for noncohesives [M/L/T2] 
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 cr  = critical Shields parameter for noncohesives [-] 

 r  = reference Shields parameter for noncohesives [-] 

 s  = sediment grain density [M/L3] 

 w  = water density [M/L3] 

 g  = gravitational constant [L/T2] 
 d  = grain diameter [L] 
 
The formula for computing the critical Shields or reference Shields number is automatically 
selected by the program depending on the transport potential formula selected. However, the 
formula may be overwritten. Some of the transport formula utilize constant Shields parameters 
while others utilize a Shields parameter as function of the non-dimensional grain diameter.  
 
Below is a comparison of the three methods to compute the Shields parameter which are not 
constant.  
 

 
 

Figure 2-21. Example Shields parameter formulations. 
 
 

 Soulsby and Whitehouse 
Soulsby and Whitehouse (1997) proposed the following formula for the critical Shields 
Parameter 

  *
*

0.3
0.055 1 exp 0.02

1 1.2cr d
d

      
 (2-132) 

 
 

 Laursen and Laursen-Copeland 
The Laursen (1968) and Laursen and Copeland (Copeland 1989) transport potential formula 
utilize the following critical Shields number for incipient motion 

 0.039cr   (2-133) 
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This equation should only be used in combination with Laursen and Copeland transport potential 
formula. 
 

 Meyer-Peter and Muller 
Meyer-Peter and Müller (1948) utilized a constant Shields number of 

 0.047cr   (2-134) 

This equation should only be used in combination with the Meyer-Peter and Muller transport 
potential formula. 
 

 Wilcock and Crowe 
In the Wilcock transport potential formula, a reference Shields number is computed for the 
substrate which is a function of the sand content of the bed surface 

 0.021 0.015exp( 2000 )r Sf     (2-135) 

where r  is the reference Shields number for the noncohesive sediment mixture and Sf  is the 

fraction of sand on the surface.  
 

 Wu et al. 
The sediment transport equations of Wu et al. (2000) utilize a simple approximation of the 
critical Shields number as a constant value.  

 0.03cr   (2-136) 

This equation is used in combination with the bed load and total load equations from Wu et al. 
(2000).  
 

 van Rijn  
The critical depth-averaged velocity ( crU ) is calculated using the formula proposed by van Rijn 

(1984c) 
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 (2-137) 

where 50d  and 90d  are the sediment grain size in meters of 50th and 90th percentiles, 

respectively. The above criteria are used in the van Rijn (2007a,b) and Soulsby-van Rijn 
(Soulsby 1997) transport formulas. For use in the multiple-sized sediment transport model, the 
particle diameters 50d  and 90d  are replaced with kd  for simplicity.  

 
 Yang 

Yang (1973) proposed the following formula for the critical depth-averaged velocity: 
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where 
 *u  = bed shear velocity [L/T] 

 sd  = particle free settling velocity [L/T] 

 d  = particle diameter [L] 
   = water kinematic viscosity [L2/T] 
 
The Yang (1973) formula is the default formula utilized with the Yang (1973) transport potential 
formula.  
 
 

2.27.2 Cohesive Sediments 
For cohesive sediments, the critical shear stress for erosion is significantly affected by 
consolidation (i.e. varying dry bulk density). Several authors have proposed formulations for the 
critical shear stress as a function of the dry bulk density. Here the formulation by Owen (1975) is 
utilized because of its simplicity and the reduced number of input parameters required. In 
Owen’s formulation the critical shear stress for erosion is computed as a function of the dry bulk 
density as 

 b
ce da   (2-139) 

where  
 ce  = critical shear stress [M/L/T2] 

 d  = dry bulk density [M/L3] 

 a  = empirical coefficient  
 b  = empirical coefficient  
 
Generally, the value of a decreases as b increases. When a single bed layer is specified the 
coefficient, b is set to one and a is estimated from the initial erosion critical shear. If more than 
one bed layer is specified, than the empirical coefficients are estimated with a weighted least-
squared method with the weight being the inverse of the dry bulk densities.  
 
Owen (1975) reported of a = 6.85×10-6 and b = 2.44. Zheng and An (2017) present different 
values of a  and b  as a function of the solid content by weight of silts and clays. Liu et al. 
(2002) reported calibration fits of a = 6.30×10-4, b = 1.44, and a = 5.77×10-5, b = 1.41, at two 
stations in the Tanshui River, Taiwan. Wu et al. (2015) compiled a large set of measurements 
from various sources and fit a the coefficients a = 7.46×10-7, b = 2.27.  
 
In addition to the critical shear stress for erosion, the power-law formula is used to fit all of the 
other cohesive parameters; namely the critical shear stress for mass wasting, cM , the erosion 

rate coefficient, M, and, mass wasting coefficient, Mw.  
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2.27.3 Mixed Cohesive/Noncohesive Sediments 
When the bed material consists of noncohesive and cohesive sediments their interaction with 
respect to the critical shear stress should be considered. The critical shear stress for noncohesive 
sediments is influenced by the amount of cohesive sediments in the bed. If the fraction of 
cohesive sediments is smaller than a certain amount, the influence may be considered negligible. 
However, when the bed consists mostly of cohesive sediments the critical shear for the 
noncohesive fractions will be equal to the cohesive sediments. When the cohesive sediment 
fraction is somewhere in between the behavior the critical shear stress can be complicated and is 
also affected by the sediment packing. There are several methods are available in literature to 
compute these interactions. Here the simplified approach of Lin (2010) is included the critical 
shear stress of noncohesive sediment fractions in sediment mixtures is computed as 
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 (2-140) 

where 
 crkn  = noncohesive critical shear stress of the kth grain class [M/L/T2] 

 ce  = cohesive critical shear stress for erosion [M/L/T2] 

 cf  = fraction of cohesive sediments [-] 

,mincf  = calibration parameter defining the minimum fraction of cohesive sediments 

required to influence the critical shear of the noncohesives [-] 

,maxcf  = calibration parameter defining the fraction of cohesive sediments at which the 

critical shear of the noncohesives is equal to that of the cohesives [-] 

The above conceptual model is simple but captures the transition of cohesive to noncohesive 
behavior of the critical shear stress. However, the method does not directly include the effects of 
sediment packing. Lin (2010) estimated ,mincf  = 10% and ,maxcf  = 50%, which are the defaults 

values but may be modified by the user.  
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Figure 2-22. Example Shields parameter formulations. 
 
 
In the case that the transport formula utilizes a critical Shields parameter or critical current 
velocity, the above formulation may still be applied by converting the critical Shields or critical 
current velocity into a critical shear stress, applying the above formulation, and then converting 
back to a critical Shields parameter or critical current velocity.  
 
 

2.28 Hiding and Exposure Corrections 
When the bed material is composed of multiple grain sizes, larger grains have a greater 
probability of being exposed to the flow while smaller particles have a greater probability of 
being hidden from the flow. The figure below shows an example of a sediment grain jd  being 

hidden by kd .  

 
 

Figure 2-23. Schematic of the exposure height of bed sediment grains. 
 
 
Depending on the form of the sediment transport formula, the hiding and exposure effect may be 
included in different ways. In many cases, the correction is done by adjusting the incipient 
motion in which case the hiding and exposure correction is defined as  
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in which 

cr  = uncorrected critical shear stress [M/L/T2] 

crk  = corrected critical shear stress [M/L/T2] 

 
( )

cr
cr

sk kgd
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 = uncorrected critical Shields parameter [-] 

( )
crk

crk

sk kgd


 


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 = corrected critical Shields parameter [-] 

crU  = uncorrected critical depth-averaged current velocity [L/T] 

crkU  = corrected critical depth-averaged current velocity [L/T] 

Examples of hiding and exposure correction factors for incipient motion are Egiazaroff (1965), 
Ashida and Michiue (1971), and Wu et al. (2000). Some transport formulas such as (e.g. Ackers-
White and Engelund-Hansen) do not have a threshold for transport. In these cases, a different 
form of a hiding and exposure correction is utilized as  

 
*

*
k

k

q

q
   (2-142) 

where  
 *

kq  = corrected sediment transport potential for hiding and exposure 

 *q  = uncorrected or original sediment transport potential  

Examples of the above formulation are Day (1980) and Proffitt and Sutherland (1983).  
It is possible to utilize hiding and exposure correction factors for both the incipient motion and 
transport potential utilizing the following relationship 

 
1

k a
k




  (2-143) 

where a  is an empirical coefficient (close to one) which depends on the hiding and exposure 
function. For example, Wu and Lin (2011) extended the Lund-CIRP (Camenen and Larson 2007) 
sediment transport formula to multiple grain sizes in this way and found 0.6a   when applying 
the Wu et al. (2000) hiding and exposure correction formula developed for the Shields 
parameter.  
 

2.28.1 Ashida and Michiue 
The Ashida and Michiue (1971) formula is given by 
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where md  is mean particle diameter. The Ashida and Michiue (1971) formula is basically a 

slightly modified version of the Egiazaroff (1965) formula described below for ratios /k md d  < 

0.4.  
 

2.28.2 Day 
The hiding and exposure correction factor of Day (1980) is given by 
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where Ad  is a reference diameter determined by 
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in which 16d  and 84d  are the 16th and 84th percentile diameters. The Day (1980) formula was 

developed specifically for the Ackers and White (1973) transport potential formula.  
 
 

2.28.3 Egiazaroff 
The Egiazaroff (1965) formula is given by 
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where md  is the arithmetic mean particle diameter. Egiazaroff (1965) also assumed a critical 

Shields parameter of cr  = 0.06, which is relatively high for most sediments.  

 

2.28.4 Hayashi et al. 
The Hayashi et al. (1980) formula is given by 

 

2

10

10

log (8)
for / 1

log (8 / )

/ for / 1

k m
k k m

m k k m

d d
d d

d d d d



 
    
 

 (2-148) 

where md  is the arithmetic mean particle diameter. The Hayashi et al. (1980) formula is a 

recalibrated version of the Ashida and Michiue (1971) which itself is based on the Egiazaroff 
(1965) formula.  
 

2.28.5 Parker et al.  
The hiding and exposure formula by Parker et al. (1982) and others has the form 
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where m  is an empirical coefficient between 0.5 to 1.0.  
 

2.28.6 Proffitt and Sutherland 
The hiding and exposure correction factor of Proffitt and Sutherland (1983) is given by 

 10

0.4 for / 0.075

0.53log ( / ) 1 for 0.075 / 3.7

1.3 for / 3.7

k u

k k u k u

k u

d d

d d d d

d d




   
 

 (2-150) 

where the reference diameter ud  is given in graphical form by Proffitt and Sutherland and may 

be approximated by the curves (HEC 2008) 
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The Proffitt and Sutherland (1983) formula was developed specifically for the Ackers and White 
(1973) transport potential formula.  

2.28.7 Wilcock and Crowe 
Wilcock (2001) and Wilcock and Crowe (2003) developed a surface-based bed-load transport 
equation for graded beds with sand and gravel. In their formulation the hiding and exposure 
correction is calculated as 
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where 
 ,r k  = reference shear stress corresponding to kd  

,r m  = reference shear stress corresponding to md  

kd  = grain size diameter [L] 

smd  = surface mean grain size diameter [L] 

 
The empirical exponent kb  is given by 
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2.28.8 Wu et al. 
The hiding and exposure correction for each sediment size class is based on Wu et al. (2000): 
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where  
m = empirical coefficient that varies for each transport formula  

(approximately between 0.6-1.0) [-] 

hkP  = hiding probability [-] 

ekP  = exposure probability [-] 

The total hiding and exposure probabilities ( ekP  and hkP , respectively) are calculated as  
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where 1
ˆ

jf  are the active layer fractions by volume. Therefore, the formulation takes into account 

the size composition of the bed material by using the probabilities of each grain class of being 
exposed or hidden by other grain classes in the bed. The Wu et al. (2000) was developed in 
conjuction with the bed- and suspended-load transport potential formulas developed in the same 
reference.  
 

2.29 Avalanching 
When the slope of a bed, b , is larger than the angle of repose, R , the bed material will slide 

(avalanche) to form a new slope approximately equal to the angle of repose. The process of 
avalanching is simulated by enforcing b R   while maintaining mass conservation between 

adjacent cells (Sánchez and Wu 2011a). Avalanching may occur between computational cells as 
well as within cells. The details of the avalanching algorithm in the following chapter.  
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Chapter 3 
 
 
 

Numerical Methods 
 
 

3.1 Overview 
The objective of this chapter is to present the numerical methods utilized in solving the 2D 
sediment transport equations, subgrid erosion and deposition, and bed sorting equations. 
Sediments are grouped into representative grain classes. A total-load transport equation is solved 
for each grain class with the HEC-RAS 2D Transport Module (Sánchez et al. 2020). The 
transport module solves for the cell-averaged fractional sediment concentration. Fractional and 
total bed change equations are solved. The bed composition is evolved with bed sorting 
equations. The transport equations are coupled to each other and the bed change and bed sorting 
equations utilizing Picard iterations. A full description of the sediment computation algorithm is 
provided in Section 3.19.  
 

3.2 Transport Equation 
A brief description of the Finite-Volume discretization of the total-load transport equation is 
provided here without any derivation or details. For addditional information including advection 
schemes, gradient operators, etc., the reader is referred to the HEC-RAS 2D Transport Module 
Technical Reference document (Sánchez et al. 2020). The 2D Transport Module solves generic 
Advection-Diffusion equations using explicit and implicit Finite-Volume methods. The final 
form of the discretized total-load advection-diffusion equation is given by 
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n n n n
f tk fP tk P P tk P n n n HF HF W

tk N tk P f tk f tk tk tk Pn n P
ftk P tk P PN
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  


  

 
  



   
          

  (3-1) 

where 
   = cell volume 
 P = subscript indicating cell 
 f = subscript indicating face between cells P and N 
 N = subscript indicating neighboring cell to P and sharing face f 
 n = superscript indicating time step 

tkC  = total-load sediment concentration of the kth grain class [M/L3] 

tk  = total-load correction factor for the kth grain class 

tk  = total-load diffusion coefficient corresponding to the kth grain class 

 fA  = face vertical area [L2/T] 

fF  = face-normal water flow [L3/T] 
HF
tkE  = total-load erosion rate in hydraulic flow [M/T/L2] 
HF
tkD  = total-load deposition rate in hydraulic flow [M/T/L2] 
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tkS  = total-load source/sink term [M/T/L2] 
W
PA  = cell wetted horizontal area [L2] 

PN = distance between cell points N and P [L] 

  = implicit weighting factor [-] 
n   = superscript representing the temporal weighting 1 (1 )n n nX X X       

(Generalized Euler scheme) 
 
When the implicit weighting factor is equal to 1, the scheme reduces to the first-order fully 
implicit Backward Euler scheme. When the implicit weighting factor is equal to 0.5, the scheme 
is the second-order Crank-Nicholson scheme. An implicit discretization is utilized for 
robustness. However, future versions will have the option to use an explicit scheme.  
 
 

3.3 Source and Sink Term 
The source and sink term contains the sum of internal sediment sources and sinks due to internal 
boundary conditions IB

tkS  and surface runoff SR
tkS . These include structures such as culverts and 

gates as well as surface runoff. 

 IB SR
tk tk tkS S S   (3-2) 

where 
 IB

tkS  = source/sink due to internal boundary conditions such as structures [M/L2/T] 

 SR
tkS  = source due to surface runoff [M/L2/T] 

 
The surface runoff contributes water and sediment to the hydraulically wet portion of wet cells. 
Currently, the model assumes that the eroded sediment from the hydraulically dry portion of 
cells is transported instantly to the wet portion of cell without any storage effects.  

 SR W SS D
tk P tk PS A E A  (3-3) 

where 
 W

PA  = cell wet area [L2] 

 D
PA  = cell dry area [L2] 

 SS
tkE  = sheet and splash erosion [M/L2/T] 

 

3.4 Subgrid Concept 
The bed change, sorting and layering are simulated in HEC-RAS using a subgrid approach. In 
this approach each computational cell has two sets of curves for the horizontal wetted area and 
water volume as a function of elevation. In addition, each face also has two sets of curves for the 
wetted horizontal length and vertical wetted area as a function of elevation. These curves are 
referred to as the subgrid curves. One of these sets of curves is relatively high-resolution and is 
utilized by the flow model in order to capture to effects of the subgrid bathymetry on the water 
storage and conveyance. The high-resolution (hydraulic) curves are obtained from a detailed 
terrain model, while the coarse (sediment) curves are derived from the flow curves. In theory it is 
possible to utilize the same high-resolution curves for both hydraulic and sediment, but this 
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would make the computational time and memory requirements for the sediment transport 
calculations prohibitively expensive. This is the reason why a second set of relatively coarse 
curves are utilized by the sediment transport model to compute the subgrid bed change, sorting 
and bed layering.  
 
 

 
 

Figure 3-24. Schematic illustrating the subgrid concept utilized in HEC-RAS. 
 
The computational cell and faces have piece-wise constant elevations as a function of area and 
length. Therefore, the subgrid topography is schematized as having “subareas” or “sublengths” 
for cells and faces respectively with discrete elevations. These subareas and sublengths are 
referred to collectively as subregions. The location of the discrete elevations is not known. Only 
the amount of area at cells and length at faces which corresponds to each discrete elevation is 
known.  
 

3.5 Subgrid Sediment Transport 
As discussed above, the sediment transport calculations for bed change, sorting, and layering 
may be computed on a coarser subgrid resolution than the hydraulics due to computational and 
memory restrictions. Since the flow and sediment transport utilize different subgrid curves it is 
necessary to transfer information from one set to another without losing information or causing 
numerical artifacts. In order to simplify the computations, the sediment transport subareas (for 
cells) and sublengths (for faces) are defined by grouping hydraulic subareas and sublengths. The 
approach followed here is to simply group the high-resolution subregions based on a target 
number of grouped subregions and also similar bed elevations (i.e. inflections in the area-
elevation and length-elevation curves). The figure below shows an example where high-
resolution subareas are grouped for two different cases.  
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Figure 3-25. Schematic showing the grouping of high-resolution subareas for use in sediment 
transport.  

 
The algorithm begins by computing a grouping number round( / )G h sn M M in which round( )X  

is the rounding function, hM  is the number of hydraulics subareas, and sM  is the number of 

sediment subareas. In both cases the input hydraulics curve has 6 subareas and the desired 
sediment curve is set to have 3 subareas. A first attempt at grouping the hydraulics subareas is 
done using the grouping number starting from the lowest elevation. Since the grouping number is 
calculated using a rounding function, the last group of subareas may contain fewer or more than 
the rest in order to maintain the number of sediment subareas). This is illustrated in Figure 8a. In 
some situations the first grouping may lead to a poor description of the elevation-area curve 
inflections. An improvement of the sediment curves is done further grouping subregions on the 
high-resolution curve based on similar elevations. This process is illustrated in Figure 8b. 
Grouping the hydraulics subgrid regions into sediment subregions greatly simplifies the 
computations since each subregion may be treated separately.  
 
 

3.6 Subcell Bed Elevations and Bed Change  
The computation of the subgrid bed change, sorting, and layering is done on the sediment 
subgrid but using the wetted area computed from the hydraulics subgrid. It is possible to develop 
an algorithm in which the sediment subgrid regions are dynamically adjusted to match the 
wet/dry interface in a way similar to how the vertical bed layers are treated. However, this 
approach would require mass transfer (mixing) between adjacent areas as well as merging and 
splitting of areas. This added complexity and computational costs is not considered worth the 
benefits and a simpler, faster, albeit slightly less accurate is proposed here. The process of 
computing the subgrid bed change is illustrated in the schematic below.  
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Figure 3-26. Schematic representing computation of bed change.  
 
 

3.6.1 Subcell Bed Change 
The total bed change is computed 

 
1

1
bki

bi
kbi sk

M
z

 


 
   (3-4) 

where 

biz  = bed change for sediment subarea i [L] 

bkiM  = fractional mass exchange with the bed in subarea i [M/L2] 

bi  = porosity of the eroded and deposited material [M/L3] 

sk  = grain class particle density [M/L3] 

 
The fractiona mass exchange is computed as the sum of the mass rates times the scaled time step 
as 

  bki M tki tki bkiM f t D E S      (3-5) 

where 

bkiM  = fractional mass exchange with the bed in subarea i [M/L2] 

tkiD  = fractional deposition rate for sediment subarea i [M/L2/T] 

tkiE  = fractional erosion rate for sediment subarea i [M/L2/T] 

 bkiS  = fractional bed-slope term for sediment subarea i [M/L2/T] 
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Mf  = morphologic acceleration factor [-] 

t  = time step [T] 
 

3.6.2 Subcell Erosion Potential 
The subcell erosion may be computed with one of five methods. The table below summarizes 
how each method treats the bed and hydrodynamic variables and if the erosion is scaled with the 
local depth.  
 

Table 3-1. Summary of subcell erosion potential approaches.  
 

Method Depth-Weighting Bed Properties Hydraulics 

Constant None Cell Wet-Average Cell Wet-Average 

Depth-Weighted Yes Cell Wet-Average Cell Wet-Average 

Variable Bed  None Subcell Cell Wet-Average 

Full Subgrid  None Subcell Subcell 

 
 
In all of the methods the actual local erosion erosion rates are computed using the local grain 
fractions as *

1tki ki tkiE f E . 

 
 

 Constant 
This is the simplest and most computationally efficient approach. Constant erosion rate 
potentials are computed for the hydraulically wet and dry portions of a cell using representative 
(i.e. area-average) bed fractions and properties, hydraulic variables, etc. The local subarea 
erosion rate potential are then computed as a weighted average of those two rates depending on 
how much of the sediment subarea is wet. This may be expressed as 

 * * *
1 1( ) ( )W HF W D SS D

tki i tk k i tk kE E f E f    (3-6) 

where 
 *

tkE  = cell fractional erosion rate potential [M/L2/T] 
W
i  = fraction of subarea which is hydraulically wet area [-] 
D
i  = fraction of subarea which is hydraulically dry area ( 1W D

i i   ) [-] 

1
W
kf  = cell wet area average grain fractions by weight [-] 

1
D
kf  = cell dry area average grain fractions by weight [-] 

 
The advantage of the above approach is that the erosion potentials only need to be estimated 
once per cell and not for each cell subarea. However, the approach does not take into account the 
bed gradation of each subregion.  
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 Depth-Weighted  
The fraction of wet and dry areas for each subarea is used to apply the concentrated flow erosion 
and deposition and sheet and splash erosion to each sediment subarea 

 * * *
1( )W HF D SS D

tki i tki i tk kE E E f    (3-7) 

 1* *
1

1

( )

N
m
i j

jHF HF W
tki tk kN

m
j j

j

h a

E E f
h a









 (3-8) 

where 
 tkiE  = subregion fractional erosion rate [M/L2/T] 

*HF
tkiE  = subcell fractional potential erosion rate corresponding to hydraulic flow erosion 

[M/L2/T] 
*

1( )SS D
tk kE f  = fractional potential erosion rate corresponding to sheet and splash erosion 

based on dry-averaged active layer bed fractions [M/L2/T] 
*

1( )HF
tk kE f  = fractional erosion rate potential based on the wet-average active layer bed 

fractions [M/L2/T] 
 h  = effective water depth for subarea  [L] 

m = empirical exponent between 0 and 1 (set to 0.6 here) [-] 
W
i  = fraction of subarea which is hydraulically wet [-] 
D
i  = fraction of subarea which is hydraulically dry ( 1W D

i i   ) [-] 

1
W
kf  = average bed composition for hydraulically wet portion of a cell [-] 

1
D
kf  = average bed composition for hydraulically dry portion of a cell [-] 

 

The above relation ensures that 

 

*

* 1
1

1
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N
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tki i
HF i

tk k N

i
i

E a
E f

a









 (3-9) 

The advantage of the above approach is that the erosion potentials only need to be estimated 
once per cell and not for each cell subarea. However, the approach does not take into account the 
varying subarea bed gradations or hydrodynamics.  
 
 

 Variable Bed 
In this method, the subarea erosion rates are computed using the local bed gradations and wet-
averaged hydrodynamics as 

 * * *
1 1( ) ( )W HF D SS

tki i tki ki i tki kiE E f E f    (3-10) 

where 
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*
tkiE  = subcell fractional potential erosion rate [M/L2/T] 
*

1( )HF
tki kiE f  = subcell fractional potential erosion rate corresponding to hydraulic flow 

erosion [M/L2/T] 
*

1( )SS
tki kiE f  = subcell fractional potential erosion rate corresponding to sheet and splash 

erosion [M/L2/T] 

1kif  = subcell active layer grain class fractions [-] 
W
i  = fraction of subarea which is hydraulically wet [-] 
D
i  = fraction of subarea which is hydraulically dry ( 1W D

i i   ) [-] 

 

In this approach, the sediment erosion potentials are computed for each subarea using cell-
averaged hydrodynamic variables along witht the bed gradation for each subarea. Therefore it is 
significantly more computationaly expensive than assuming constant subcell erosion potentials. 
However, the erosion potentials are more realistic because they take into account the bed 
gradation of each subregion.  
 

 Full Subgrid 
The full subgrid approach computes subcell erosion rates using subcell bed gradations and 
hydrodynamics: 

 * *
1 *( , , , ,...)tki tki ki i i iE E f h u U  (3-11) 

where 
 tkiE  = subcell fractional erosion rate [M/L2/T] 

1kif  = sub subcell area active layer grain class fractions [-] 
*
tkiE  = subcell fractional potential erosion rate [M/L2/T] 

ih  = subcell water depth [L] 

*iu  = subcell total shear velocity [L/T] 

iU  = subcell current velocity [L/T] 

 
This approach is the most computationally expensive of all the methods because it requires 
reconstructing the subcell hydrodynamic variables and utilizing the subcell bed composition to 
compute subcell erosion potentials. However, the erosion potentials are more realistic because 
they take into account the bed gradation of each subregion.  
 

3.6.3 Subcell Deposition 
Sediment deposition is a function of the sediment fall velocity and the sediment concentration. In 
order to efficiently solve the transport equation implicitly, the sediment deposition is formulated 
as 

 
for noncohesives

for cohesives
tk sk

tk
D sfP

 



 


 (3-12) 

where  
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tk  = fractional deposition rate coefficient [L/T] 

tk  = total-load adaptation coefficient [-] 

sk  = sediment particle settling velocity [L/T] 

DP  = probability of deposition for cohesive sediments [-] 

sf  = sediment floc settling velocity [L/T] 

 
There are two approaches for calculating the cell subgrid deposition rate.  
 
 

Table 3-2. Summary of deposition approaches.  
 

Method Depth-Weighting Capacity-Weighting 

Veneer (Constant) None None 

Depth-Weighted Yes None 

Capacity-Weighted None Yes 

 
 
 

 Veneer Method 
The simplest approach for computing the subgrid deposition rate is to simply assume that the 
deposition rate is constant within the wet portion of a cell:  

 W
tki i tk tkD C   (3-13) 

where 
 tkiD  = fractional deposition coefficient for sediment subarea i [L/T] 

HF
tkD  = fractional deposition rate for sediment subarea i [M/L2/T] 

W
i  = wet fraction of subarea i (between 0 and 1) [-] 

Since it is assumed deposition only occurs in wet portion of cells, the above equation only has 
one term on the right-hand-side representing the “wet” deposition. The veneer method is the 
default method because of its simplicity. The method basically assumes that the subgrid sediment 
concentration is the same as the cell-averaged concentration.  

 Depth-weighted Method 
Chang (1998) proposed a method for computing the lateral bed change in 1D cross-sections 
which distributes the total area change as a function of the local excess shear stress. A simpler 
version of the formula is applied here to the deposition rate by setting the critical shear to zero 
and assuming a constant friction slope within the cell. This leads to the depth-dependent 
formulation 
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where 
 W

i  = wet fraction of subarea i (between 0 and 1) [-] 

ih  = subarea water depth [L] 

m  = empirical coefficient generally between 0 and 1 (set to 0.6 here) [-] 
W W
i i ia a  = wet area of subarea i [L2] 

ia  = area of subregion i [L2] 
W
i  = fraction of subregion which is wet [-] 

tkC  = cell-average total-load concentration [M/L3] 

 

The above option is similar to the “Reservoir Option” in the HEC-RAS 1D sediment transport 
model.  
 
 

 Capacity-Weighted Method 
Volp (2017) proposed a subgrid deposition method which utilizes the concentration capacity (i.e. 
equilibrium concentration) to compute subgrid sediment deposition rates. The method assumes 
that the subgrid sediment concentration tend toward equilibrium. A similar formulation is 
utilized here as 

 

*

*
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0 for 0
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  (3-15) 

where 
*

* 1tki ki tkiC f C  = subgrid equilibrium sediment concentration [M/L3] 

1kif  = grain class fraction in active layer [-] 
W W
i i ia a  = wet area of subarea i [L2] 

ia  = area of subarea i [L2] 
W
i  = fraction of subarea which is wet [-] 

tkC  = cell-average total-load concentration [M/L3] 

 
 

3.6.4 Subcell Wet and Dry Bed Change 

Using the total wetted area from the hydraulics area-elevation curve ( WA ), the fraction of 

wetted area on each sediment subarea is calculated as  
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 (3-16) 

where  
 1W D

i i    = wetted fraction of subarea i (between 0 and 1) [-] 

 D
i  = dry fraction of subarea of subarea i (between 0 and 1) [-] 

 WA  = total wetted area determined from high-resolution elevation-area curve [L2] 

 ia  = area corresponding to subarea i [L2] 

It is noted that it is assumed to be no deposition in the dry areas. Once the above fractional 
erosion and deposition rates are calculated for each subarea, the one-dimensional (1DV) bed-
sorting and layering model may be applied. The result from the 1DV model is the fractional and 
total bed change biz , dry bulk density dji , and gradation jkif  for each subarea.  

The bed change corresponding to the wet and dry portions of a subarea are determined as  

  1

1
W HF HFM
bi sk tki tki bki

kbi

f t
z D E S




   
   (3-17) 
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bi sk tki
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z E



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   (3-18) 

in which 
 t  = time step [T] 
 Mf  = morphologic acceleration factor [-] 

 HF
tkD  = hydraulic flow total-load deposition rate [M/T/L2] 

 HF
tkE  = hydraulic flow total-load erosion rate [M/T/L2] 
SS
tkE  = sheet and splash total-load erosion rate [M/T/L2] 

 dbi  = dry bulk density of exchange material [M/L3] 

The subarea-averaged bed change is therefore  

 W W D D
bi i bi i biz z z       (3-19) 

The next step is to apply the bed change to the high-resolution hydraulics curve. The bed change 
could directly be applied without consideration of the wet/dry status of the hydraulics curve but 
this would lead to artificial artifacts where the dry land is eroded by concentrated flow and vice 
versa. A simple approach is devised here which avoids this problem.  
By applying a simple mass conservation between the two subgrid curves, the bed elevations on 
the hydraulics elevation-area   is then updated as 

 forW W D D
b bi biz z z i           (3-20) 
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where 
   = subscript indicating hydraulic elevation-area 
 i  = subscript indicating sediment subregion 

1 for

0 otherwise
bW

z 






 


 

 WA  = wetted area determined from high-resolution elevation-area curve [L2] 

 ia  = area corresponding to subarea i [L2] 

The approach avoids “bleeding” of the bed change across the wet/dry interface.  
 
 

3.7 Subface Bed Elevations and Bed Change 
The hydraulic curves must also be modified at the cell faces for deposition and erosion. Since 
bed elevations at faces may have very different characteristics from the neighboring cells, it is 
not possible to simply interpolate the bed elevations at faces. Instead, the bed change as a 
function of elevation is interpolated from neighboring cells and applied on the face bed 
elevations. The first step is to interpolate the neighboring cell bed changes to the same elevation 
points as the face:  

 , ,( ) ( )b L L b L fz z z z    (3-21) 

 , ,( ) ( )b R R b R fz z z z    (3-22) 

where fz  is the face bed elevations above the face invert, and Lz  and Rz  are the elevations 

above the inverts for the left and right cells respectively. The face bed elevations are then 
computed as a simple weighted average of the neirghboring cell bed changes:  

 , , ,( ) ( ) ( )b f f L b L f R b R fz z w z z w z z      (3-23) 

where Lw  and Rw  are interpolation weights. Many interpolation schemes are possible including 

inverse area weighting, however here for simplicity a simple arithmetic average is utilized. 
Further testing with other interpolation schemes will be done in the future.  
 
It is noted that the face property tables are the same resolution for both hydrodynamics and 
sediment transport. This means that they can be very high resolution with more than 30 or 40 
elevations per face. This is one of the reasons for utilizing a simple scheme for updating the face 
bed elevations. An alternative scheme could be invisioned in which the bed elevations are 
updated by computing face erosion and deposition rates similar to how the cell bed elevations are 
computed. However, it would also be very computationally expensive since it would require 
storing, interpolating, and computing many additional variables at faces. It is expected that 
different approaches will perform better than others in different situations and more testing will 
be done on this in the future.  
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3.8 Subcell Hydrodynamic Variables 
Some of the erosion and deposition methods depend on the subgrid hydrodynamics. Depending 
on the transport potential formula applied, there may be one or more subgrid hydrodynamic 
variables which need to be estimated. These variables include subgrid current velocities, water 
depths, various types of shear stresses, and shear velocities: 

 i
i

i

h
a


  (3-24) 

where 
 ih  = subarea hydraulic depth [L] 

i j j
j i

h a


    = subarea water volume [L3] 

The subcell current velocities are computed following Volp (2017) assuming a uniform over the 
cell friction slope is uniform within the cell. With this assumption and with the approximation of 
the hydraulic depth as the hydraulic radius for the friction coefficient, the following equation can 
be obtained 
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 (3-25) 

The cell-averaged current velocity is defined as the volume average of the cell as 

 
1 W

i i i
i

U h a U
  (3-26) 

where 
   = cell volume [L3] 
 ih  = subcell water depths [L] 

 W
ia  = subcell wetted areas [L] 

 
The constant friction slope assumption also leads to the following subarea shear stress 
formulation 

 bi b i
f bi b
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h
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gh gh h
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 

     (3-27) 

The hydraulic radius is computed as 
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  (3-28) 

where 
 ih  = subregion water depth [L] 
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   = water surface elevation [L] 

 biz  = subregion bed elevation [L] 

 W WA A  = cell wetted area [L2] 
W W
i i ia a  = subregion wetted area [L2] 

 ,h iR  = subarea hydraulic radius [L] 

 in  = subarea Manning’s roughness coefficient [L] 

 
All other hydrodynamic variables are computed from the above variables.  
 

3.9 Cell Averaged Bed Elevations and Bed Change 
The average bed elevation and bed change over the wet and dry portions of the cell are 

 
1 M

b i bi
i

z a z
A

   (3-29) 

 
1 M

b i bi
i

z a z
A

    (3-30) 

in which 
i = subscript indicating sediment subregion 
A  = total cell horizontal area [L2] 

1W D
i i    = wetted fraction of subarea i (between 0 and 1) [-] 
D
i  = dry fraction of subarea of subarea i (between 0 and 1) [-] 

ia  = area corresponding to subarea i [L2] 

The average wet bed change W
bz  is used for the bed change correction to sediment 

concentrations. W
bz is also used to compute an average bed change rate for the bed slope term. 

The average dry bed change D
bz  is not used in any calculations except the average bed change 

rate which is a model output.  
 
The cell averaged bed elevation and bed change are given by 
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in which 
 = subscript indicating sediment subregion 

M

i
i

A a  = cell area [L2] 

W W
i i ia a  
D D
i i ia a  

ia  = subregion i area [L2] 
WA  = wetted area determined from high-resolution elevate 
D WA A A   = dry area of a cell [L2] 

1W D
i i    = wetted fraction of subarea i (between 0 and 1) [-] 
D
i  = dry fraction of subarea of subarea i (between 0 and 1) [-] 

 

3.10 Cell Hydraulic Properties 
The hydrodynamic model requires two hydraulic property tables at cells: 

1. Cumulative or total horizontal wetted cell area iA  

2. Cumulative or total cell volume i  

 
The curve iA  is piece-wise constant while i  is piece-wise linear. The cell volume ( )i i are 

obtained by simple integration of iA   

 
1 1 1

0 for 1

( ) for 1i
i i i i

i

A i   


     

 (3-35) 

Similarly the area may be obtained from the cell volumes as 

 
1
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for

i i

i ii

c

i n
A

A i n

 




    
 

 (3-36) 

It is noted that the 1A  is the minimum cell area even when the cell is completely dry.  

 

3.11 Face Hydraulic Properties 
The hydrodynamic model requires three hydraulic property tables at faces: 

1. Vertical wetted face area  
2. Hydraulic radius  
3. Manning’s roughness coefficient  

 
The vertical face area kA  is simply the integration of the cumulative horizontal wetted width kW  

as: 
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1 1 1

0 for 1

( ) for 1k
k k k k

k
A

A W k   


    

 (3-37) 

In which k  is the face water surface elevation, and kW  is the face width. The curve kA  is piece-

wise linear and kW  is piece-wise constant. Similarly the face widths may be obtained from the 

cell areas as 
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W
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 




   
 

 (3-38) 

where fW  is the maximum face width which is the same as the face length and M  is the number 

of faces. It is noted that the 1W  is the minimum face width even when the face is completely dry.  

The face conveyance is updated using the Single Channel Method and the Manning’s roughness 
coefficient as 

 
5/32/3

2/3

AAR
K

n nP
   (3-39) 

where 
 n  = Manning’s roughness coefficient [T/L1/3] 
 A  = wetted area [L2] 

R  = hydraulic radius [L] 
P  = wetted perimeter [L] 

 
The subface shape factor is utilized to compute the wetted perimeter and during the simulation as 
the face bed elevations are updated. Initially, the wetted perimeter iP  is computed from a high-

resolution terrain model. This allows the model to take into account all of the details of the 
terrain. As the subface bed elevations are updated, new estimates of the wetted perimeter are 
necessary. This is done by assuming that the wetted perimeter is of the form:  

 
 22

1 1 1

0 for 1

for 1
k

k k k k k

k
P

P K W k   

 
   

 (3-40) 

where 

kP  = cumulative wetted perimeter corresponding to k  [L] 

kK  = shape factor for subsegment k [-] 

kW  = effective top width corresponding to k  [L] 

k  = elevation of subsegment k [L] 

 
The shape factor kK  is computed with the above equation and the initial given wetted perimeter 

and is assumed to remain constant throughout the simulation.  
 
Once an estimate of the wetted perimeter is obtained, the hydraulic radius is simply 
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 ,
k

h k
k

A
R

P
  (3-41) 

where 

,h kR  = face hydraulic radius corresponding to k  [L] 

kA  = vertical face area corresponding to k  [L2] 

kP  = face wetted perimeter corresponding to k  [L] 

 

3.12 Sediment Transport Potential Limiters 
Some of the sediment transport potential formulas such as the Engelund-Hansen (1967), Kilinc 
and Richardson (1973), and others do not include thresholds for transport. This leads to 
unrealistic transport conditions such as transport of boulders in low flows. In order to avoid this 
issue, the transport potential formulas are multiplied by a reduction factor when the bed shear 
stress is below the critical shear stress for transport. The reduction factor is given by  

  max min 2 / 1,1 ,0T b crkf       (3-42) 

where 

b  = bed shear stress [M/L/T2] 

crk  = critical shear stress [M/L/T2] 

 
A plot of the transport stage correction function is shown in the figure below. The function limits 
the transport when b  < crk , but has no effect for b  > crk .  

 

 
 

Figure 3-27. Transport stage correction.  
 

The transport stage correction is somewhat ad-hoc but avoids unrealistc transport of sediments at 
low flow conditions.  
 
In order to avoid unrealistic results such as sediment concentrations which are higher than the 
bed dry bulk density, the sediment transport potentials are limited. Formulas which only compute 
the total-load transport potential are limited as  

 ,max* *

*

ˆ min ,1t
tk tk

t

C
q q

C

 
  

 
 (3-43) 
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where 
 ,maxtC  = maximum total-load sediment concentration [M/L3] 

 *
* 1

1
t k tk

k

C f q
Uh

   = total-load concentration capacity [M/L3] 

U  = current velocity [L/T]  
h = water depth [L] 

 
The maximum total-load concentration may be adjusted by the user but has a default value of 
1590 kg/m3.  
Similarly, the bed-load transport potential is limited as  

 ,max* *

*

ˆ min ,1b
bk bk

b

c
q q

c

 
  

 
 (3-44) 

where 
 *

bkq  = bed-load transport rate potential [M/L/T] 

 * *b bk
k

c c  = bed-load concentration capacity [M/L3] 

*
*

bk
bk

bk bk

q
c

u 
  = fractional bed-load concentration capacity [M/L3] 

,maxbc  = maximum bed-load concentration [M/L3] 

 bku  = fractional bed-load velocity [L/T] 

 bk  = fractional bed-load layer thickness [L] 

 
The bed-load velocity is computed using one of the methods specified by the user. If no method 
is specified, the current velocity is utilized which represents an upper limit. The fractional bed-
load layer thickness is computed using the van Rijn (1984) formula 

 0.7 0.5
*0.3bk

k
k

d T
d


  (3-45) 

where 
 bk  = maximum saltation height [L] 

kd  = grain size diameter [L] 

*d  = non-dimensional grain size [-] 

/ 1k b crkT     = transport stage [-] 

b   = bed skin shear stress [M/L/T2] 

crk  = critical shear stress [M/L/T2] 

 
 
The suspended-load transport potential is limited as 

 ,max* *

*

ˆ min ,1s
sk sk

s

C
q q

C

 
  

 
 (3-46) 
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where 
 *

skq  = suspended-load transport rate potential [M/L/T] 

 *
* 1

1
s k sk

k

C f q
Uh

   = suspended-load concentration capacity [M/L3] 

 
 

3.13 Adaptation Coefficient Limiter 
The suspended-load adaptation coefficient s  may be related to the near-bed sediment 

concentration bc  by b s sc C  where sC  is the depth-averaged suspended sediment 

concentration. Since it is not reasonable for the near-bed concentration to be larger than the bed 
concentration, it follows that the adapatation coefficient should be limited as 

  ˆ min , /sk sk dk skC    (3-47) 

where 
 dk  = user-sepcified dry bulk density [M/L3] 

 skC  = suspended sediment mass concentration [M/L3] 

 

3.14 Bed Sorting and Layering Model 
The bed sorting and layering model begins with the calculation of the layer thickness of the first 
and second layers. This is followed by the dry bulk density of the first layer and finally the grain 
fractions by weight of the first and second layers.  
 
The active layer thickness is given by  

  1
1 1,90 90, 1,min 1,maxmin max ,0.5 , , ,n
i i bif d z         (3-48) 

where  
 1,min  = user-specified minimum active layer thickness [L] 

 1,max  = user-specified maximum active layer thickness [L] 

1,90f  = user-specified active layer scaling factor corresponding to 90d  (~ 1 to 10) [-] 

 90,id  = 90th percentile diameter [L] 

   = bed form height [L] 

biz  = bed change [L] 

If beforms are not being simulated, the bedform height is set to zero. The active layer thickness 
has a lower limit equal to the bed change so that in the case of deposition the boundary between 
he first and second layers does not go above the bed elevation of the previous time step. 
Basically, all deposition is occurs in the active layer and not deposition occurs in the active 
stratum.  

The bed layering is computed at each subarea. However, here the subscripts for the subarea are 
dropped for simplicity. The minimum and maximum active layer thicknesses are used to avoid 
excessively small and large active layer thicknesses. It is noted that by setting the limits to the 
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same value, then the above equation is equivalent to specifying a constant value. The thickness 
of the second layer is given by 

 1
2 2 2
n n
i i i      (3-49) 

where  
 2 1i bi iz       = change in second layer thickness [L] 

1n n
bi bi biz z z    = bed change [L] 

 1
1 1 1

n n
i i i      = change in active layer thickness [L] 

In order to avoid the second layer from becoming extremely thin or thick, a layer merging and 
splitting algorithm is implemented between layers 2 and 3. If the second layer is too thick, it is 
divided into two layers; thus, the previous third layer becomes the new fourth layer, and the last 
two bottom layers are merged into one. If the second layer is too thin, it is merged with the 
previous third layer to form a new second layer; thus, the previous fourth layer becomes the new 
third layer. To illustrate the bed layering process, the figure below shows an example of the 
temporal evolution of 7 bed layers during erosional and depositional regimes. Therefore, a 
minimum of 3 layers are required for the model. The bed layering model requires a minimum of 
3 layers but does not have a maximum number of layers. Furthermore, the number of layers can 
vary from cell to cell. The number of layers is specified for each cell. All of the subregions 
within a cell have the same number of layers.  
 

 
 

Figure 3-28. Schematic showing an example bed layer evolution.  
 
 
The bed sorting equations for the first and second bed layers are discretized explicitly as 

 1 1 1 * 2
1 1

1

n n n
n bki ki i ki i
ki n
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M m m
m

 





   
  (3-50) 
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 
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where 
 1 1 1ki ki d im f   = fractional mass concentration in the first (active) layer [M/L3] 

2 2 2ki ki d im f   = fractional mass concentration in the in second layer [M/L3] 

1 1d i ki
k

m    = dry bulk density of first layer [M/L3] 

2 2d i ki
k

m    = dry bulk density of second layer [M/L3] 

 bkiM  = fractional mass exchange with the bed in [M/L2] 

2i  = change in second layer thickness [L] 

1 2
*

2 2

for 0

for 0

n
ki in

ki n
ki i

m
m

m





   
 

 

 
In the above equations, the superscripts indicate the time step level and the number subscripts 
indicate the bed layer. The above formulation takes into account the existing porosity of the first 
and second layers and the porosity of newly deposited material. The formulation allows for the 
bed to be eroded more than the active layer thickness in a single time step.  
 
In order to close the system of equations, an approximation is required to estimate the porosity of 
the deposited and eroded material (referred to here as the exchange material) is computed based 
on the net volume erosion or deposition as 

 0

1

for 0

for 0
b

b
b

z

z





 

   
 (3-52) 

where 

bz  = bed change [L] 

0  = porosity of (newly) deposited material [-] 

1  = porosity of layer 1 (active layer) [-] 

 

3.15 Bed-Slope Term 
The Finite-Volume discretization of the bed-slope term is  

 W Wi
bki bkf bkf bf fW

f

w
S q z L

A
    (3-53) 

where 

iw  = weights applied to each subarea [-] 
WA  = cell wet area [-] 

bkf  = non-dimensional bed-slope coefficient at face f [-] 
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bkfq  = bed-load mass transport magnitude at face [M/L/T] 
W
bfz  = face-normal gradient of wet elevations at face f [L] 

 W
fL  = length of wet portion of face f [L] 

 
The be-slope term is computed within a subcell by applying depth weighting in order to capture 
the effect in which deeper parts of cell are expected to experience larger bed change compared to 
less deep portions of the cell. The weights are computed as 

 
b
i

i b
k

k

h
w

h



 (3-54) 

where  

ih  = subarea water depth [L] 

b  = nondimensional empirical coefficient ( 0b  ) 
 
A coefficient 0b   represents applying the same slope-induced bed change to each subregion.  
 
 

3.16 Subsidence and Consolidation 
The bed elevation is adjusted for subsidence and consolidation as  

 1m m s c
bi bi bi biz z z z     (3-55) 

where 
 s

biz  = bed change due to subsidence [L] 

 c
biz  = bed change due to consolidation [L] 

The calculation of each subsidence component and the modification of bed layer thickness and 
dry bulk density is described below.  
 
 

3.16.1 Subsidence 
The subsidence for every time step is computed as  

 s
bi Rz tS    (3-56) 

where t  is the time step and RS  is a user-specified subsidence velocity which is specified as a 

time series.  
 
 

3.16.2 Consolidation 
Consolidation is computed utilizing a user-specified curve of dry bulk density as a function of 
time. Below is an example of a consolidation curve.  
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Figure 3-29. Example consolidation curve of dry bulk density as a function of time. 
 
A schematic of the consolidation computation for a single time step is shown in the figure below. 
 

 
 

Figure 3-30. Schematic of the multiple layer bed consolidation. 
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The change in the bed layer dry bulk density is calculated using the following semi-analytical 
scheme  

  1m m
ji djit f   (3-57) 

 1m m
ji jit t t    (3-58) 

  1 1m m
dji jif t    (3-59) 

The interpolation of the dry densities and times from the consolidation curve is done with 
logarithmic interpolation. The dry bulk density is computed at m+1, the bed layer thickness and 
fractional mass concentrations are updated as  

 1
1

m m
dji jim

ji m
dji

 





  (3-60) 

 1
1

m m
jki jim

jki m
ji

m
m





  (3-61) 

The total shallow subsidence due to consolidation is therefore the sum of the bed layer thickness 
change 

  1

1

M
c m m
bi ji ji

j

z  



    (3-62) 

where M  is the total number of shallow bed layers. Consolidation is computed at all 
computational cells with cohesive sediments whether they are submerged or unsubmerged.   
 
It is important to understand that the time here does necessarily match the time at which the 
sediment was deposited, since the dry density of deposited sediments can be larger than the dry 
density in the user-defined as at time zero, especially if the deposited sediments include coarser 
material. Therefore, the time should be viewed as a relative time which does not necessary start 
at zero.  
 
Alhtough an algorithm could be conceived in which the consolidation times are saved, which 
would save the the first step above, the approach would not work for the first and second layers 
because their dry densities are affected by erosion, deposition, and mixing. The current approach 
has the advantage of treated all layers the same. Noncohesive sediments increase the dry bulk 
density of mixture and also reduce the ability of soil to consolidation under self weight. Since the 
presense of noncohesive sediment fractions have a big impact on the overall dry bulk density of 
the material, the dry bulk density of cohesive/noncohesive sediment mixtures usually result in 
consolidation times which are beyond the user-specified consolidation curve and therefore 
resulting in zero consolidation. If the initial dry bulk density is higher than the highest value on 
the consolidation curve, consolidation is not computed. 
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3.17 Sediment Concentration Correction due to Bed 
Change 
After the bed elevation is adjusted the sediment concentration should be corrected to preserve 
local sediment mass balance. This correction is done using the following simple formula 

 
1 1

1

n n
tk

tk n W
b

C h
C

h z

 


 

 
 (3-63) 

where  
1n

tkC   = uncorrected cell-averaged total-load sediment concentration [M/L3] 
1n

tkC   = corrected cell-averaged total-load sediment concentration [M/L3] 
1nh   = cell hydraulic (average) water depth [L] 
W
bz  = average bed change for wetted portion of a cell [L] 

 
It is noted that the sediment concentration is not resolved at a subgrid level which is why the 
water depth in the above equation corresponds to the hydraulic water depth.  
 

3.18 Cohesive Parameters 
The cohesive parameters in HEC-RAS are: (1) critical shear for erosion, (2) erosion rate 
coefficient, (3) critical shear for mass erosion, and (4) mass erosion rate coefficient. It is well 
known that these parameters can be sensitive to the bulk density. If the user specifies sediment 
bed layers, the parameters can be computed with power-law functions to represent these 
parameters as a function of the dry bulk density. Utilizing functional forms of the cohesive 
parameters has several benefits. Firstly, it provides a way of computing the cohesive parameters 
for newly deposited sediments. Secondly, since the bed dry density is continually updated during 
the simulation due to bed mixing and consolidation, the functional form provides a convenient 
and robust way of computing the cohesive parameters.  
 
The user-specified cohesive parameters are interpreted as initial values corresponding to the 
initial dry bulk density of the bed. If bed layers are specified, the bed layer values are utilized to 
fit the coefficients to the power-law function. The power-law form fitted to each cohesive 
parameter is 

 b
dP a  (3-64) 

where P is one of the cohesive parameters and a and b or fitted empirical coefficients. If a single 
bed layer is specified, the coefficient b is assumed to be one. Otherwise if multiple bed layers are 
specified, the power-law equation is fit using a weighted least-squares in log-space as 

  exp w wa y bx   (3-65) 
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 (3-66) 

where 
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As an example, the figure below shows a curve fit to the critical shear for erosion as a function of 
the dry bulk density.  
 

 
 

Figure 3-31. Example power-law fit to critical shear for erosion as a function of the dry bulk 
density. 

 
If a single bed layer or no bed layers are specified, then the cohesive parameters are assumed to 
be constant (i.e. b = 0).  
 

3.19 Avalanching 
When the slope of a non-cohesive bed, b , is larger than the angle of repose, R , the bed 

material will slide (avalanche) to form a new slope approximately equal to the angle of repose. 
The process of avalanching is simulated by enforcing b R   while maintaining mass 

conservation between adjacent cells (Sánchez and Wu 2011a). When the angle of repose is 
exceeded, the bed change due to avalanching between cell P and its adjacent cell N is given by 
(see figure below) 

 
( ) ( )

sgn tan
a a

bN bN bP bP
b r

z z z z  


    
  (3-67) 

where 
 a

bz  = avalanching bed change [m] 

   = cell center distance between cells P and N, 

 
1 for 0

sgn ( )
1 for 0

X
X

X

 
  

= sign function 
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 tan bN bP
b

z z


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Figure 3-32. Avalanching between two cells.  
 
The sgn(X) function accounts for the fact that the bed slope may have a negative or positive sign. 
The corresponding mass balance equation is given by 

 , , 0a a
N b N p b PA z A z     (3-68) 

where A  is the cell area and a
bz  is the avalanching bed change. Combining the last two 

equations leads to  

    , tan sgn tan Ha N
b P b b R b R

P N

A
z

A A

        


 (3-69) 

where H(X) is the Heaviside step-function equal to 1 for 0X   and equal to 0 for 0X  . H(X) 
represents the activation of avalanching. The above equation is exact but limited to avalanching 
between two cells. Avalanching may occur over multiple cells and induce additional avalanching 
at neighboring cells. A relaxation approach is adopted as follows (see figure below):  

    , tan sgn tan Ha N
b P a b b R b R

N P N

A
z

A A

        
  (3-70) 

where a  is the under-relaxation factor (approximately 0.25 to 0.5). a  is used to stabilize the 

avalanching process and avoid overshooting. 
 

NP

,
a
b Pz

,
a
b Nz


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Figure 3-33. Avalanching computational stencil.  
 
The above equation may be applied to any grid geometry type (i.e. triangle, rectangle, etc.) and 
for situations in which neighboring cells are joined at corners without sharing a cell face. The 
above equation is implemented by sweeping through all computational cells to calculate a

bz  and 

then modifying the bathymetry as  

 1m m a
b b bz z z     (3-71) 

where the superscript m indicates the avalanching iteration. The sweeping process is repeated 
until avalanching no longer occurs. The above avalanching procedure is relatively simple and is 
very stable. The algorithm parameters are the maximum number of iterations, the relaxation 
factor, and the angle of repose. Because the algorithm is called every time step it is not necessary 
to iterative until convergence every time step and usually about 3 to 6 iterations are sufficient for 
good results.  
 

3.20 Non-Erodible Surfaces 
Non-erodible surfaces (also known as hard bottoms) may be simulated in HEC-RAS and are 
specified using a minimum bed elevation, ,minbz , or maximum depth, maxh . In the 2D model the 

non-erodible surfaces are specified at both cells and faces independently. Non-erodible surfaces 
are modeled at the subarea scale by limiting the erosion rate so that the minimum bed elevation 
is preserved (i.e. ,minbi bz z . The time stepping scheme is given by 1n n

bi bi biz z z     in which n
biz  

is the previous bed elevation, 1n
biz   is the new bed elevation, and biz  is the bed change. 

Assuming that the bed elevation at the current time is higher than the hard bottom (i.e. 

,min
n
bi bz z ). Inserting the above equation into the bed change equation leads to the hard-bottom 

limited erosion rate  

  1 1
, ,

nki d
tki hb tki bi bi hb

M

f
E D z z

f t


  


 (3-72) 

where  
 ,tki hbE  = subregion hard-bottom limited fractional erosion rate [M/L2/T] 

P

N2

N3

N1

N4
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 tkiD  = subregion fractional deposition rate [M/L2/T] 

1d  = dry density of active layer [M/L3] 

1kif  = grain fractions by weight [-] 

Mf  = morphologic acceleration factor [-] 

t  = computational time step [T] 

The hard-bottom limited erosion rate is therefore 

 ,min( , )tki tki hb tkiE E E   (3-73) 

The bed-slope term and avalanching algorithm are also modified so that only deposition may 
occur over non-erodible surfaces following an approach similar to that described above.  
 
When simulating multiple grain classes, the bed gradation can significantly change at non-
erodible surfaces during a time step. This means that the model may require at least one to two 
iterations to converge when simulating non-erodible surfaces with multiple grain classes.  
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